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Статья посвящена построению и исследованию интеллектуальной модели оценки здоровья сердца человека. 

Отмечается, что диагностика состояния сердечно-сосудистой системы человека является одной из 

актуальных тем в области машинного обучения и искусственного интеллекта. Использование алгоритмов 

машинного обучения для решения этой задачи позволяет выявлять предвестники заболеваний, оценивать 

риски и предоставлять персонализированные рекомендации по лечению и образу жизни человека. 

Рассмотрено понятие здорового сердца, приведена классификация сердечно-сосудистых заболеваний, 

проанализированы методы и этапы их диагностики, актуализирована целесообразность построения 

интеллектуальной модели для оценки здоровья сердца человека. Для построения модели выбран метод k-

ближайших соседей, используемый для решения задач классификации. Для обучения и тестирования модели 

выбран набор данных «Heart Disease Dataset (Comprehensive)» из общедоступного источника Kaggle. Набор 

состоит из 1190 записей с информацией о пациентах с сердечно-сосудистыми заболеваниями. Выходных 

класса два – «0» (здоров) и 1 (риск наличия заболевания). Соотношение классов в наборе данных составляет 

47,14 % («0») и 52,86 % («1»). Для оценки взаимозависимости данных произведен корреляционный анализ. 

Все данные случайным образом разделены на обучающую и тестовую выборки в соотношении 80/20.  Объем 

обучающей выборки составил 952 записи, а тестовой – 238. Для построения модели использовались 

средства библиотеки sklearn на Python, а также средство для работы с блокнотами Kaggle. В качестве 

ускорителя применялся ускоритель GPU P100, что позволило значительно сократить время построения и 

оценки модели. При помощи функции classification_report библиотеки sklearn проведена оценка построенной 

модели по различным метрикам на тестовой выборке данных. Значения метрик были вычислены для 

каждого класса. Результаты расчета метрик позволили сделать вывод об адекватности построенной 

модели. Также проведена оценка построенной модели на тестовой выборке данных при помощи метрики 

AUC-ROC. Значение метрики составило 0,9747. Кроме того, проведено сравнение точности построенной 

модели с точностью других методов классификации. Для сравнения были выбраны наиболее популярные 

решения, представленные на платформе Kaggle. Построенная модель показала более высокие результаты 

по сравнению с другими известными методами, что указывает на ее эффективность. Таким образом, 

построенную модель можно эффективно использовать в качестве инструмента для оценки здоровья 

сердца человека, например, на базе настольного или веб-приложения. 
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This article explores the development and study of an intelligent model for assessing human cardiac health. It is 

noted that diagnosing the human cardiovascular system is a pressing topic in the field of machine learning and 

artificial intelligence. Using machine learning algorithms to solve this problem allows for the identification of 

disease precursors, risk assessment, and the provision of personalized treatment and lifestyle recommendations. 

The concept of a healthy heart is examined, a classification of cardiovascular diseases is presented, diagnostic 

methods and stages are analyzed, and the feasibility of developing an intelligent model for assessing h uman 

cardiac health is discussed. The k-nearest neighbors method, used for solving classification problems, was 

selected for building the model. The "Heart Disease Dataset (Comprehensive)" dataset from the publicly 

available Kaggle resource was selected for training and testing the model. The dataset consists of 1,190 records 

with information on patients with cardiovascular diseases. There are two output classes: "0" (healthy) and "1" 

(risk of disease). The class ratio in the dataset is 47.14% ("0") and 52.86% ("1"). A correlation analysis was 

performed to assess the interdependence of the data. All data was randomly divided into training and test sets in 

an 80/20 ratio. The training set contained 952 records, and the test set contained 238. The model was bu ilt using 

the sklearn library in Python, as well as a tool for working with Kaggle notebooks. A P100 GPU accelerator was 

used as an accelerator, which significantly reduced the time for building and evaluating the model. Using the 

classification_report function of the sklearn library, the constructed model was evaluated using various metrics 

on the test data set. Metric values were calculated for each class. The results of metric calculations allowed us to 

conclude that the constructed model is adequate. The constructed model was also evaluated on the test data set 

using the AUC-ROC metric. The metric value was 0.9747. Furthermore, the accuracy of the constructed model 

was compared with that of other classification methods. The most popular solutions presented on the Kaggle 



Вестник технологического университета. 2025. Т.28, №12 

112 

platform were selected for comparison. The constructed model demonstrated superior results compared to other 

well-known methods, indicating its effectiveness. Therefore, the constructed model can be effectively used as a 

tool for assessing human heart health, for example, through a desktop or web application.  

Введение 

В настоящее время диагностика состояния сер-

дечно-сосудистой системы человека является одной 

из актуальных тем в области машинного обучения и 

искусственного интеллекта [1]. Это связано с тем, 

что растет потребность в раннем выявлении и про-

филактике сердечно-сосудистых заболеваний, кото-

рые являются причиной смертности во всем мире. 

Например, развитие носимых устройств и медицин-

ских сенсоров позволяет собирать данные о физио-

логических показателях пациента (ЭКГ, давление, 

пульс) в реальном времени, что открывает возмож-

ности для мониторинга здоровья и раннего обнару-

жения проблем [2]. Использование алгоритмов ма-

шинного обучения для анализа этих данных позво-

ляет выявлять предвестники заболеваний, оценивать 

риски и предоставлять персонализированные реко-

мендации по лечению и образу жизни [3]. Исследо-

ваниям в области оценки здоровья сердца человека 

посвящено большое количество научных исследова-

ний, результаты которых опубликованы во множе-

стве научных работ, например, в [4-8]. 

Таким образом, оценка состояния здоровья серд-

ца человека является актуальной темой в научных и 

прикладных исследованиях, которая может приве-

сти к разработке новых эффективных систем диа-

гностики. Для автоматизации оценки здоровья серд-

ца человека исследователи часто используют мето-

ды машинного обучения [9-11]. Такой подход к об-

работке данных упрощает и ускоряет процесс при-

нятия решения по определению состояния сердца 

конкретного человека. 

Понятие здоровья сердца человека 

Здоровье сердца человека [12] – состояние, при 

котором сердце и сосудистая система эффективно 

функционируют, обеспечивая кровоснабжение всех 

органов и тканей организма, что позволяет человеку 

вести полноценную активную жизнь без ограниче-

ний, связанных с сердечно-сосудистыми заболева-

ниями. Это подразумевает, что у человека присут-

ствуют следующие признаки [13]: 

- нормальная структура и функция сердца (от-

сутствие врожденных или приобретенных пороков, 

а также заболеваний сердечной мышцы – кардио-

миопатий); 

- здоровые кровеносные сосуды (отсутствие ате-

росклеротических бляшек, сужений или закупорок в 

артериях, обеспечивающих нормальный приток 

крови к сердцу и другим органам); 

- нормальный сердечный ритм (регулярное и эф-

фективное сокращение сердца, обеспечивающее 

оптимальный выброс крови); 

- нормальное артериальное давление (поддержа-

ние артериального давления в пределах установлен-

ной нормы, обычно ниже 120/80 мм рт. ст., что 

предотвращает перегрузку сердца и повреждение 

сосудов); 

- отсутствие болей в груди, одышки, отеков и 

других значимых признаков сердечно-сосудистых 

заболеваний; 

- способность к физической активности (воз-

можность выполнять умеренные и интенсивные фи-

зические упражнения без появления дискомфорта 

или ухудшения самочувствия); 

- снижение риска сердечно-сосудистых заболе-

ваний (поддержание здорового образа жизни, вклю-

чающего правильное питание, регулярные физиче-

ские упражнения, отказ от курения и ограничение 

употребления алкоголя, что снижает риск развития 

сердечно-сосудистых заболеваний). 

Сердечно-сосудистые заболевания – общее 

название заболеваний сердца и кровеносных сосу-

дов. К наиболее распространенным сердечно-

сосудистым заболеваниям относятся следующие 

[14]: ишемическая болезнь сердца, инсульт, болезни 

периферических артерий, ревматическая болезнь 

сердца, врожденные пороки сердца, сердечная недо-

статочность, кардиомиопатии, аритмии и артери-

альная гипертензия (гипертония). 

Методы и этапы диагностики                          
сердечно-сосудистых заболеваний 

Основными методами диагностики сердечно-

сосудистых заболеваний являются [15]: 

- опрос – врач собирает данные непосредственно 

со слов пациента – жалобы на различные симптомы, 

локализация боли (при ее наличии), ее характер, 

длительность болевого синдрома, возможные сопут-

ствующие проявления и пр.; 

- физический осмотр – врач проверяет частоту 

сердечных сокращений, артериальное давление, 

изучает пациента на предмет наличия внешних при-

знаков, свидетельствующих о риске наличия заболе-

ваний; 

- стресс-тест – осмотр во время напряженной де-

ятельности (ходьбы, бега, занятия на велотренажере); 

- инструментальные методы исследования (элек-

трокардиограмма, фонокардиография, эхокардио-

графия, сцинтиграфия миокарда, коронароангио-

графия, УЗИ сонных артерий, холтер-монитор, ком-

пьютерная томография, магнитно-резонансная тера-

пия сердца); 

- лабораторные методы исследования; 

- молекулярная диагностика. 

Следует отметить, что не существует одного 

«лучшего» исследования для диагностики заболева-

ний сердца до проявления симптомов этого заболе-

вания. При обычном диагностировании нарушений 

кровообращения, врач проводит опрос пациента о 

его возрасте, питании, изменении в условиях жизни, 

наличии вредных привычек или наследственной 

предрасположенности к сердечно-сосудистым забо-

леваниям (семейный анамнез). Таким образом выяс-

няются факторы риска. 
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Актуализация построения интеллектуальной 
модели оценки здоровья сердца человека 

Интеллектуальные модели получают все более 

широкое распространение для решения задач, свя-

занных с оценкой чего-либо [16-18], в частности, 

для решения диагностических задач в медицине [19, 

20]. Это значительно облегчают работу специали-

стов, позволяя сосредоточиться на решении проблем 

пациента, а не на выяснении его состояния посред-

ством ручного анализа показателей. 

В данном исследовании описана модель, постро-

енная при помощи алгоритма машинного обучения. 

При этом нужно понимать, что интеллектуальные 

модели могут использоваться только в том случае, 

если проблема выражена достаточным количеством 

наблюдаемых примеров. Эти наблюдения исполь-

зуются для обучения модели. 

При обучении модели необходимо также обра-

щать внимание на выбранные значения гиперпара-

метров, так как от них зависит то, насколько хорошо 

будет обучена модель и насколько хорошо она будет 

решать поставленную задачу, в данном случае зада-

чу оценки здоровья сердца человека. 

Одним из эффективных методов машинного 

обучения является k-ближайших соседей [21, 22]. 

Он широко используется для решения задач класси-

фикации [23, 24] и регрессии [25, 26]. 

Таким образом, для решения задачи оценки здо-

ровья сердца человека, особенно при проведении 

скрининговых исследований, целесообразно исполь-

зовать интеллектуальную модель на основе метода 

k-ближайших соседей. 

Выбор и описание набора данных для 
построения интеллектуальной модели 

Для построения интеллектуальной модели необ-

ходимо выбрать и подготовить данные для ее обу-

чения и тестирования. Для этого выбран набор дан-

ных «Heart Disease Dataset (Comprehensive)» [27] из 

общедоступного источника Kaggle [28, 29]. 

Набор данных состоит из 1190 записей, содер-

жащих информацию о пациентах с сердечно-

сосудистыми заболеваниями. Выходных класса два 

– 0 и 1. Нулевой класс означает нормальное состоя-

ние пациента (здоров), единичный – риск наличия 

заболевания сердца. Соотношение классов в наборе 

данных составляет 47,14 % («0») и 52,86 % («1»). 

Набор данных содержит следующие поля: 

- age – возраст пациента, лет (числовое поле со 

значениями от 28 до 77); 

- sex – пол (бинарное поле, 0 – женский, 1 – муж-

ской); 

- chest pain type – тип боли в груди (категориаль-

ное поле, 1 – типичная стенокардия, 2 – атипичная 

стенокардия, 3 – неангинозная боль, 4 – бессимп-

томно); 

- resting bp s – частота сердечных сокращений в 

покое, уд./мин (числовое поле со значениями от 94 

до 200); 

- cholesterol (chol) – холестерин, мг/дл (числовое 

поле со значениями от 126 до 564); 

- fasting blood sugar – глюкоза натощак более 120 

мг/дл (бинарное поле, 0 – нет, 1 – да); 

- resting ecg – ЭКГ в покое (категориальное поле, 

0 – норма, 1 – аномалия ST-T, 2 – гипертрофия лево-

го желудочка); 

- max heart rate – максимальная частота сердеч-

ных сокращений, уд./мин (числовое поле со значе-

ниями от 71 до 202); 

- exercise induced angina – стенокардия при 

нагрузке (бинарное поле, 0 – нет, 1 – есть); 

- oldpeak – ST после нагрузки (числовое поле со 

значениями от 0 до 6,2); 

- ST slope – наклон сегмента ST (категориальное 

поле, 1 – восходящий, 2 – плоский, 3 – нисходящий); 

- target – целевое значение класса «наличие рис-

ка сердечно-сосудистых заболеваний» (бинарное 

поле, 0 – нет, 1 – да). 

Для оценки взаимозависимости данных произве-

ден корреляционный анализ [30]. Его результат 

представлен на рисунке 1. 

 

 
Рис. 1 – Матрица корреляций 

Fig. 1 – Correlation matrix 

Видно, что корреляция выходных параметров с 

выходным не поднимается выше 0,5. В основном 

наблюдается слабая связь, однако есть поля, коэф-

фициент корреляции между которыми позволяет 

говорить о средней связи между ними. 

Для формирования обучающей и тестовой выбо-

рок применялись функции библиотеки sklearn на 

Python. Соотношение было выбрано 80 % к 20 %. В 

итоге сформированы выборки для обучения и тести-

рования интеллектуальной модели, в результате ко-

торого обучающая выборка из набора данных со-

держала 952 значений, а тестовая – 238. Формиро-

вание выборок обеспечило возможность перехода к 

построению интеллектуальной модели оценки здо-

ровья сердца человека. 

Построение модели оценки 
здоровья сердца человека 

Для построения интеллектуальной модели оцен-

ки здоровья сердца человека, основанной на методе 

k-ближайших соседей, использовались средства 

библиотеки sklearn на Python, а также инструмен-
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тальное средство для работы с блокнотами Kaggle. 
В качестве ускорителя применялся ускоритель GPU 

P100, что позволило значительно сократить время 

построения и оценки модели. 

При построении модели были выбраны следую-

щие значения гиперпараметров: 

- метрика расстояния – Манхэттенское; 

- количество ближайших соседей – 15; 

- параметр метрики Минковского – ρ = 1. 

Перед построением модели был определен сло-

варь параметров param_grid с помощью Grid Search 

– метода перебора комбинаций параметров для вы-

бора наилучшей конфигурации модели. Словарь 

включает в себя следующие элементы: 

- число соседей (нечетные значения от 1 до 29); 

- варианты весов («uniform» – все соседи равны, 

«distance» – ближние соседи важнее); 

- метрика расстояния (Евклидова, манхэттенская, 

Минковского, Чебышева); 

- параметр , актуальный для метрики Минков-

ского – 1 (манхэттенское расстояние), 2 (Евклидово 

расстояние), 3 (другая степень). 

После создания словаря выполнен подбор опти-

мальных параметров модели, а затем при нахожде-

нии наилучшей комбинации произведено обучение 

модели с наибольшим значением метрики F1. 

Оценка эффективности 
построенной модели 

При помощи функции classification_report биб-

лиотеки sklearn проведена оценка построенной мо-

дели по различным метрикам на тестовой выборке. 

Результаты оценки представлены на рисунке 2. 

 

 

Рис. 2 – Результаты расчета метрик оценки 

качества построенной модели 

Fig. 2 – Results of calculating the quality assessment 

metrics for the constructed model 

Здесь precision – это точность модели. Метрика 

показывает, какая доля объектов, определенных мо-

делью в заданный класс, действительно являются 

членами этого класса (доля объектов, действительно 

принадлежащих данному классу, относительно всех 

объектов, которые модель отнесла к этому классу). 

Метрика рассчитывается по следующей формуле: 

Precision = TP / (TP+FP), 

где TP – истинно положительные решения, FP – 

ложно положительные решения. 

Под recall понимается полнота – метрика, пока-

зывающая какая доля объектов определена верно. 

Метрика рассчитывается по следующей формуле: 

Recall = TP / (TP+FN), 

где TP – истинно положительные решения, FN – 

ложно отрицательные решения. 

Метрика f1-score (F-мера) – гармоническое сред-

нее точности и полноты, принимает значение от 0 до 

1, причем чем ближе к единице находится значение, 

тем лучше с точки зрения оценивания модели. Мет-

рика рассчитывается по следующей формуле: 

F1Score = 2*Precision*Recall / (Precision+Recall). 

Под support понимается вхождение каждого 

класса в множество TP – записей, классификация 

которых была проведена успешно. 

Значения метрик были вычислены для каждого 

класса, представленного в исходном наборе данных. 

Из полученных результатов расчета метрик можно 

сделать вывод, что модель обладает высокими пока-

зателями для практического применения. 

Далее проведена оценка построенной модели на 

тестовой выборке данных при помощи метрики 

AUC-ROC. Значение метрики составило 0,9747. 

Метрика AUC-ROC [31, 32] полезна, когда клас-

сы не сбалансированы [33]. ROC-кривая показывает, 

насколько хорошо модель отделяет положительный 

класс от отрицательного. 

На рисунке 3 представлен график ROC-кривой 

для построенной модели. 

 

 

Рис. 3 – График ROC-кривой 

Fig. 3 – ROC curve graph 

Также проведено сравнение точности построен-

ной модели с точностью других методов классифи-

кации. Для сравнения были выбраны самые попу-

лярные решения [34-38]. В каждом из решений рас-

сматривалось несколько моделей. Сравнение прово-

дилось только с теми моделями, для которых была 

представлена оценка по метрике AUC-ROC. 

Данные по точности классификации оценены по 

метрике AUC-ROC на основании тестовой выборки 

для каждой модели и представлены в таблице 1. 

Из таблицы видно, что построенная интеллекту-

альная модель, основанная на использовании метода 

k-ближайших соседа, показала более высокие ре-
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зультаты по сравнению с другими известными ме-

тодами, что указывает на ее эффективность. 

Для общей оценки адекватности модели постро-

ена матрица классификации [39, 40] на тестовой 

выборке данных (см. табл. 2). 

 

Таблица 1 – Сравнение моделей по метрике AUC-

ROC 

Table 1 – Comparison of models using the AUC-ROC 

metric 

Модель 

Точность классификации 

на тестовой выборке по 

метрике AUC-ROC 

Extra Trees Classifier 

model with 100 estimators 
0,95 

Stacked Classifier 0,90 

Random Forest Classifier 0,94 

Extra Tree Classifier 0,96 

XGboost 0,91 

Построенная модель 0,97 

 

Таблица 2 – Матрица классификации 

Table 2 – Classification matrix 

Истинные классы 

Предсказанные классы (%) 

0 (здоров) 
1 (риск забо-

леваний) 

0 (здоров) 91,59 8,41 

1 (риск заболеваний) 3,82 96,18 

 

Как видно из таблицы, модель с достаточно вы-

сокой точностью решает задачу классификации. 

Заключение 

В ходе выполнения исследования получены сле-

дующие результаты: 

- проведен анализ предметной области оценки 

здоровья сердца человека; 

- найдены и подготовлены исходные данные для 

анализа и построения интеллектуальной модели; 

- построена модель оценки здоровья сердца че-

ловека и выбраны значения ее гиперпараметров; 

- проведена оценка эффективности модели. 

Таким образом, построенную модель можно ис-

пользовать в качестве инструмента для оценки здо-

ровья сердца человека, например, на базе настоль-

ного или веб-приложения. 
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