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Knrouegvie cnosa: unmeniekmyanbHas cucmemd, 603pacm YelogeKd, Heupocemegoe MOOeIUpOBarUe, C6ePMOYHASL HEUPOHHAS Cemb,
YOLOV8N, ResNet50V2, kraccupurayus uzobpaxcenuil.

Cmamos noceawena pewenuio 3a0a4u onpedeieHus 603pacma yeioseka no Qomozpaguu Ha 0cHoge NOCMpPOeHUs U
UCcne006anus Helipocemesvix ceepmounbix mooenei. Ilokazano, 4mo 603pacm 4Heno8eka AGIAEMCAs OOHUM U3
BHAYUMbBIX PAKMOPOS, NOONEINCAUUX ONPeOelleHUl0 Npu anaiuze uzoopascenuil 8 psoe npuxiadueix 3aday. Ceepa
NPUMEHEHUs CUCTeEM A8MOMAMUYECKO20 ONpeoesieHus 803PACaA WUPOKA U BKAIOYAem MmaKue HAnpaeieHus Kak
cucmemyl 8U0COHAONIOOEHUA U KOHMPONA OOCMYNA, KOHMEHMHAA QUIbmpayus 6 OHAAUH-CepeuUcax, MapKemuHe u
NePCOHATU3AYUL PEeKIaAMbl, YUPPOosble MEXHOI02UU 8 00pA308aHUU, MeOUYUHCKAS OUASHOCMUKA, OONOJIHEHHAS U
BUPMYANbHA peanlbHOCmb. Bospacmuvie usmenenus, Kax npasuio, 3ampasugaiom cieoyiouue XapaKxmepucmuKu':
Hanuyue MOpWUH, U3MeHeHUe 08ana TuYa, UsMeHeHue Yeema 1 meKCcmypbl KOJICU, Onyujerue 6ex, usmeHerue popmul
2y6 u noobopooka. Busyanvhvle npusHaku Mmocym Oblmb 3AMACKUPOBAHbL KOCMEMUKOU, MeOUYUHCKUMU
npoYyedypamu, Cmuiem HCU3HU, d MaKkxce OMAULAmsbCa 8 3A6UCUMOCINU OM SMHUYECKOU NPUHAONEHCHOCTIU. DMO
denaem 3a0auy OnpeoeneHuss 03pacma No U300paxcenuro 0cobeHno caoxcHol. Iloamomy onsa pewienus 3adauu
onpedenenus 803pacma yeiecooopa3HoO UCHOIb308AMb COBPEMEHHbLE MemOoobl 2y60K020 0byuenus. B pabome ona
pewienus 3mou 3a0aqu NpuUMeHeH NOO0X00 HA OCHO8e C8epMOYHLIX HeUpOHHbIX cemell. [ia ez2o peanusayuu
BbINONHEHbL CLeOYIowUe IMANbL. NOIYUEHUe U NOO2OMOBKA OAHHBIX OISl AHANU3A, bIOOP OUOIUOMEK U apXUMeKmyp
0151 NOCMPOEHUs. HEUPOCEeMEBLIX CEEPMOUHbIX MOOenell, 00yuenue Heupocemesbix C6epmoOUHbIX Mooeiell, OyeHKd
pe3ynbmamos pabomul mooeneil. [[na peanusayuu nepeozo smana 8ublopanul ciedyroujie oduedocmyntsle Habopbl
oannvix: Facial Age u UTKFace. Bcezo 610 peanuzosano mpu cyenapus no020moeKu OAHHbIX. KIACCUGUKAYUL NO
MOYHOMY 603pacmy, K1AcCUPUKAYUs NO OOUHHAOYAMU G03PACHBIM OUANAZOHAM U KAACCUDUKayus no namu
VKDYNHEHHbIM 603pacmubim Kamezopuam. Obwee yucio uzodpaxyceHuil O0af KiaccUuQurkayuu cocmasuio OKOJIO
14000, u3z xomopwix obyuyarowas evibopka codepxcana 9734, a eanudayuonnas — 4238 usobpasxcenuii. [lns
NOCMPOEHUs. HelipocemesviX Mooenell UCNOIb308aH A3bIK npocpammuposanus Python, a makoce 6ubauomexu u
@petimeopxu TensorFlow, NumPy, Matplotlib, Seaborn, Scikit-learn, Pillow u Tkinter. Paccmompensl u cpagHeHul
0ge  apxumexkmypvl CEepmOYHbIX Heuponuvix cemei: ResNet50V2 u YOLOvSn. Apxumexmypa YOLOvSn
npooemoHcmpupogana npeumyuwecmso neped ResNet50V2 no kaxcoou uz mempux Accuracy, Macro Fl-score u
Weighted F1-score. Beisenenvl npobremvl ¢ Kiaccugurayueli cpeoHe8o3PACMHbIX 2PYNN, YMO YKA3AA0 Ha
HeobX00UMOCmb OONOJIHUMENbHOU OANAHCUPOSKY 0byuarowell 6bl60PKU U NPUMEHEHUSI MeMO0008 AyeMeHMAYUU.
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This article explores the problem of determining a person's age from a photograph using the construction and
analysis of convolutional neural network models. It is shown that age is a significant factor in image analysis for
a number of applied tasks. The application of automatic age determination systems is broad and includes such
areas as video surveillance and access control systems, content filtering in online services, marketing and
advertising personalization, digital technologies in education, medical diagnostics, and augmented and virtual
reality. Age-related changes typically affect the following characteristics: wrinkles, facial contour changes,
changes in skin color and texture, drooping eyelids, and changes in the shape of the lips and chin. Visual cues
can be masked by cosmetics, medical procedures, lifestyle, and may also vary depending on ethnicity. This makes
age determination from an image particularly challenging. Therefore, modern deep learning methods are
appropriate for solving the age determination problem. This paper uses an approach based on convolutional
neural networks to solve this problem. The following stages were completed for its implementation: obtaining
and preparing data for analysis, selecting libraries and architectures for building convolutional neural network
models, training convolutional neural network models, and evaluating the model performance. The following
publicly available datasets were selected for the implementation of the first stage: Facial Age and UTKFace. A
total of three data preparation scenarios were implemented: classification by exact age, classification by eleven
age ranges, and classification by five coarse-grained age categories. The total number of images for
classification was approximately 14,000, of which the training set contained 9,734 and the validation set
contained 4,238 images. The Python programming language, as well as the TensorFlow, NumPy, Matplotlib,
Seaborn, Scikit-learn, Pillow, and Tkinter libraries and frameworks, were used to build the neural network
models. Two convolutional neural network architectures are considered and compared: ResNet50V2 and
YOLOv8n. The YOLOv8n architecture demonstrated superiority over ResNet50V2 for each of the metrics:
Accuracy, Macro F1-score, and Weighted F1-score. Issues with classifying middle-aged groups were identified,
indicating the need for additional balancing of the training set and the use of augmentation methods.
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BBeneHune

B cOBpeMEHHBIX YCIOBHUSIX HaOIIOJaeTCs aKTHBHOE
pa3BUTHE ¥ BHEIPEHHE CHUCTEM, CIOCOOHBIX pacmo3Ha-
BaTh OHOMETpHYECKHE Mpu3Haku 4yenoseka [1, 2]. Bos-
pacT YenoBeKka SBIACTCS OJHHUM W3 BaXKHBIX Mapamer-
POB, OUISKALIUX ONPEISIICHUIO IIPH aHAIN3e U300pa-
KEHUH B psle NPHKIAJHBIX 3a/1ad, BKJIOYas Oe3omac-
HOCTb, MapKEeTHHT, 3[paBOOXPAaHEHHE, NEPCOHAIUIHPO-
BaHHbBIC CEPBUCHI U COLMANIbHEIE HcciaenoBaHus. C pas-
BUTHEM TEXHOJIOTHI KOMIBIOTEPHOTO 3perus [3, 4] u
riryOOKOro 00y4eHus [5] mosBMIIaCh BO3MOXKHOCTH aB-
TOMaTH3UPOBAaTh MPOLIECC OMPENETCHHUs BO3pacTa Yeino-
BeKka 1o (oTorpadui ¢ UCHONB30BAHUEM HHTEIUICKTY-
aNbHBIX cucTeM [6, 7], OCHOBaHHBIX Ha HEHPOCETEBBIX
apxurekrypax [8-10]. ABTOMaruueckoe ompenencHUE
BO3PACTa, KOTOPOE MOXKET UCTOIB30BAThCS IS afiarTa-
MU TI0JIb30BATENBCKOTO OIBITA, KOHTPOJS JOCTYyIa,
neMorpayeckoil aHaIUTHKH, a TaKKe B CHCTEMax
HaOIIOJCHUS M COMPOBOXKACHHUS. [IpH 3TOM TOYHOCTD H
YHUBEPCABHOCTD TAKUX PELICHHH HANpPAMYIO 3aBHCAT
OT KavyecTBa OOYYAIONIMX JaHHBIX, APXUTCKTYPHI MOJIe-
Jiei ¥ MeToI0B 00pabOTKH U300paKCHUT.

AHanus npep.meTHoﬁ o6nacTu u NnocTaHOBKa
3agaydun onpepeneHunsa Bo3pacTta YyenoBeka

Omnpenenenre BO3pacTa YeloBeKa M0 N300paKEHHIO
muna [11] — aktyanbHas 3a7a4a B 001aCTH KOMIBIOTEP-
HOro 3peHus u Ouomerpun. CoBpeMeHHbIE JOCTHKEHHS
B 00sacTu rryOOKOro oOydeHus U 00paboTku M300pa-
JKEHHH TO3BOJMIN CYIIECTBECHHO MOBBICUTH TOYHOCTb
TaKHX CHCTEM, YTO OTKPBUIO IIMPOKUE NEPCHEKTUBEI
UL MX TNPaKTHYECKOro HCIIONb30BaHHMA. JTa 3agada
OTHOCUTCSl K YHCIy HEKOHTAaKTHBIX OHOMETPHYECKHX
MeTonoB [12, 13], He TpeOyOmUX yJacTHs YeIIOBEKa,
YTO OCOOCHHO LIEHHO B YCJOBHSAX MacCOBOTO BHJICOHA-
OnroieHHs1 WK PabOThI C apXUBAMH JTAHHBIX.

Cdepa mpuMEHEHHS CHCTEM AaBTOMAaTHYECKOTO
ompeneneHust Bo3pacta [14] upe3BpUaifiHO HIMpOKa H
BKJIFOUACT B ceOst cremyronie Hanpasierus [15-17]:

1) cucteMbl BUICOHAOIIOICHAS U KOHTPOJIS TOCTYIIa;

2) KOHTEeHTHasI (HUIBTPAIUS B OHIAHH-CEPBUCAX;

3) MapKeTHHT U EPCOHATH3ALHS PEKIIAMBI;

4) udpoBbIe TEXHOIOTHUH B 00pa30BaHUY;

5) MeTUIMHCKAs AMarHOCTHKA,;

6) nOoTOJTHEHHAs U BUPTYaJbHAsl PEabHOCTb.

B omimuue ot ToyHOro Bo3pacta (B rojax), B IpH-
KJIaJHBIX 3a/lauax 4Yalle UCIOoJb3yeTcs Kiaccudukaims
M0 BO3PAacTHBIM KaTeropHsiM, IMOCKOJIbKY OHa 00Jiafaer
6opIIel yCTOMYMBOCTBIO K WHANBHUAYAIBHBIM 0COOEH-
HOCTSIM BHELITHOCTH U YCIIOBHsIM cheMku. K uncny ¢ax-
TOPOB, BIMAIONIMX HA BHEIIHHHA BUJ JIMIA, OTHOCSTCS
MHMHKa, MaKHsK, OCBELICHHUE, 11032, ITHUYECKUE OCO-
GeHHOCTH, a Tarke oomwmi cTuib ororpadun. Bee atn
YCIIOBUSI YCIIOXKHSIOT 33/1a4y aBTOMAaTHYECKOTO pacHo-
3HaBaHUs BO3PACTa.

BospacTHble M3MEHEHUsI, KaK IPaBHJIIO, 3aTPAaruBaroT
cleyIone xapaktepucTrky [18]:

1) HasM4Ke MOPIIHH,;

2) U3MEHEeHHe OBasia JINIIA,

3) U3MeHeHHe IBETa U TEKCTYPHI KOKH;

4) omymieHue BeK;

5) usmMeHenue GopMbl Iy U oA00POIKA.
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HecMotps Ha TO, YTO mepevHCIICHHBIC NMPHU3HAKU B
COBOKYITHOCTH MOTYT YKa3bIBaTh Ha BO3pAacT YEJIOBEKa,
HE CYLIECTBYET OJHOIO YHHMBEPCAJIBHOTO IpHU3HaKa,
OJJHO3HAYHO OTpakaroliero Bospact. Kpome Toro, Bu-
3yaJIbHbIE MPU3HAKK MOTYT OBITH 3aMacCKHPOBAHbI KOC-
METHKOW, MEANIIMHCKIMH IPOLEAYPaMH, CTHIEM KHU3-
HU (HampuMep, CIOpPT, MIUTaHUEe, KYPEeHHE), a TaKXKe OT-
JMYAThCSl B 3aBUCHMOCTH OT 3THHYECKOW NpHHAIIIEHK-
HOCTH. DTO JAeNaeT 3ajady aBTOMATHYECKOTO OIperie-
JICHHUS BO3pAacTa 10 M300pakeHUI0 0COOCHHO CIIOKHOM,
MIOCKOJIBKY MOJIENb JODKHA YYHUTBIBATH MHOTO(AKTOP-
HBIE M 4YacTO HENpsMble KOPPEIILMUA MEX/Ty BHEIIHHM
BUJIOM M XPOHOJIOTMYECKUM Bo3pacToM. [lo aToi mpu-
YHHE COBPEMEHHBIE OAXOAbI K PELICHHIO 3a/lauy Kiac-
cuukanMu BO3pacTa OCHOBBIBAIOTCS Ha TIIIyOOKOM
o6yuenuu [19, 20], rae HeifiponHas ceTh cama 00y4aeT-
Csl HaXOJUTh ONTHUMaJbHbIE NMPU3HAKA M UX KOMOWHa-
LIUY, yJIaBINBas TOHKHE MAaTTEPHBI, HEAOCTYIHBIE Tpa-
JULIHOHHOMY KOMITBIOTEPHOMY 3PEHHIO.

CymecTBylomue NOAXOAbl K PEIICHUIO TaHHOU 3a-
Jla4l MOYKHO YCJIOBHO Pa3JIeNUTh Ha TPU TPYIIIBL: METO-
JIbl, OCHOBAaHHBIC Ha PYy4YHBIX mpusHakax [21, 22], Tpa-
JIMIIHOHHBIE METOJbI MAIIUHHOTO 00ydyeHus [23, 24] u
COBPEMCHHBIC METOABI C UCIIOJIb30BAHUEM CBCPTOYHBIX
HEWPOHHBIX ceTel [25, 26].

CBepTouHBIe HEHPOHHBIE CETH, B OTIMYHE OT ApY-
TUX MCTOAOB, IIO3BOJIAIOT ABTOMATHYCCKHU HW3BJICKATH
Haubosiee 3HAYUMBIE IPU3HAKK C H300pakKeHWH, He
TpeOysl pydHOro BMEIIATEIhCTBA B Mporece (Gopmupo-
BaHMA Npu3HaKoB. braromaps cBoeil MHOrocCiONHON
apXUTEKType, TaKHe CETH CIIOCOOHBI Paclio3HaBaTh Kak
HU3KOYPOBHEBBIE TEKCTYPHl (HampuMep, MOPIIHHBI),
TaKk M BBICOKOYPOBHEBBIC (hopMBI (Hampumep, U3MEHe-
HHE OBaJla JINIA WM OCaHKU royioBbl). Hanbomnee nomy-
JSIPHBIMH  SIBIISIFOTCSL  CNIEYIOIINE apXUTEKTyphl [27]:
VGGNet, ResNet, EfficientNet, MobileNet, YOLO.
CresryeT OTMETHTh, YTO MOJIEIIH YacTO CTAJIKUBAIOTCS C
TPYJHOCTSIMH, BKJIIOYAIOIIMMU pa30alaHCUPOBKY TIO
BO3PAaCTHBIM KaTCropusiaM, 3aBUCUMOCTH OT 3THUYECKOI'O
U TIOJIOBOTO cocTaBa oOywaromieil BEIOOPKH, CHIDKEHHE
TOYHOCTH TPW HAIWYMU MaKWsDKa, OYKOB, MAacoK, a
TaKKe B YCIOBHSIX IUIOXOH OCBELIEHHOCTH.

CymecTByeT ABa 10aX0/a K (HOpMyJIMpOBKE 3a1a4n
OIIpeZIeIIeHHsI BO3PAcTa YeloBeKa!

1) knaccudukauusi Mo BO3PACTHBIM KaTETOPUAM —
BO3PACT JENHTCA Ha (PUKCUPOBAaHHBIC KIAacchl (ZeTH,
HOJPOCTKH, B3pOCIBIE, MOXKHUIIBIE), a 3ajada olpeserne-
HHS BO3pacTta CBOJUTCS K 3aj1adye Kiaccudukaimu;

2) perpeccusi Bo3pacta — MOJIENb OMpPEIeNseT YKC-
JIOBOE 3HAYEHHE BO3PACTa, YTO MO3BOJISIET IMOJIYYUTh
0oJiee TOYHYIO OIIEHKY, HO TPEeOYyeT MPUMEHEHHS PYTo-
TO 10J1X0/1a K 00YYIEHHIO U OIICHKE.

HecMoTps Ha Hamuuue TOTOBBIX pELIEHHH, TaKHX
kak DEX, InsightFace, Face++, Amazon Rekognition,
Microsoft Azure Face API, Google Cloud Vision,
OOJIBIIMHCTBO W3 HHX SBISAIOTCS KOMMEPUYECKHMH H
3aKpBITBIMH, YTO 3aTPYAHSET MX HCIOJIB30BAHUE B
HAY4YHBIX HCCIICAOBAHUAX. KpOMC TOTO, TOYHOCTh CH-
CTEM MOXCT CHIXKATBCA TIIPU HU3MCHCHUHN yCJ'IOBPIfI
CHEMKH, BRIPOKEHI JTUIA U APYTUX (hakTopoB. B cBs3m
C OTUM aKTyaJbHOW 3ajadyel SBISAETCS MOCTPOCHHE U
HCCIIeIOBAaHUE MHTEIJICKTYaJIbHBIX MOJENEH sl orpe-
JIeTICHUs BO3pacTa yesioBeka 1o GoTorpadum.
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B nanHO# paboTe Ui pelieHHs STOH 3aadd MpH-
MEHEH I10JIX0Jl Ha OCHOBE CBEPTOYHBIX HEHPOHHBIX Ce-
Teit [28, 29]. s ero peanusanuy BBIIOJHEHBI CIEY-
IOIIUE ATAIBI:

1) nony4eHue ¥ MOArOTOBKA AAHHBIX JAJIS AHAITH3A;

2) BBIOOp OMOIHOTEK W APXUTEKTYP JUIS TIOCTPOCHHUS
HENPOCETEBBIX CBEPTOUHBIX MOJETIEH;

3) o0ydeHne HEUPOCETEBBIX CBEPTOUHBIX MOJIETIEH;

4) orieHKa pe3yIBTaTOB PabOTHI MOJIEIICH.

PaccmoTrpuM 31 3Tansl 6onee moaApoOHO.

MonyyeHue N NOAroToBKa AaHHbIX
Onsi NOCTPOeHUs1 HempoceTeBbIX Moaenen

Jns pemieHust 3a1a4du ONpeeieHUs] BO3pacTa delno-
Beka 1o ¢otorpaduu BHIOpaHBI cieayronire ooeno-
CTYIHBIC HA0OPHI JaHHBIX:

1) Facial Age [30] — na6op u3 10000 nzobpakeHuii
qur; pasmepom 200x200 mukceneii (Habop mpeaocTas-
JSIET TOYHBIC YHCIIOBBIE METKH BO3PACTA B IUANA30HE OT
1 no 100 mer, m300pakeHUsT XapaKTEPU3IYIOTCS Pa3HO-
oOpasueM YCIOBHII CBEMKH, BKIJIIOYAs pa3iIMYHBIE pa-
KypCBI, OCBEIIEHHE W BBIPAKEHHS JIHIL, IPH 3TOM CO-
XPaHAIOT XOpOIllee TEXHUIECKOEe KauecTBO, a caMu (o-
Torpaduu CrpyrnnipoBaHbl IO BO3pacTam);

2) UTKFace [31] — wuaGop, comepxaiuii Gonee
20000 u300paxeHuil JIUI JIOAEH pa3IUYHBIX HaIHO-
HaJIbHOCTEH U Bo3pacTHBIX Tpymnn oT 0 go 116 ner (Bce
n300pakeHNs B HaOOpe MMEIOT aHHOTAallMM BO3pacTa,
moJjia u pacel, pororpaduu MPeACTABICHBI B Pa3IHYHBIX
pakypcax, ¢ pa3HOOOpa3HBIM OCBELICHHEM H BBIpake-
HUSAMH T, pasMmep m3oopakeHnit 200x200 mukceneid,
IpU 3TOM BBIOOpPKA AAHHBIX XOPOIIO cOaJaHCHpOBaHA
M0 KaTeropHsM M IIHPOKO MCHONB3YETCs B 3a/1adax pe-
rpeccuy BO3pacTa, a TAkKe B 337a4ax KJIACCU(UKALUH
110 BO3PAcTHBIM KaTETOPHsAM, 3TOT HaOOp HCIOIb30BaH
JUTSI TIOBBIIIIEHUST 0000IAr0IIe CTOCOOHOCTH MOJIENH).

Ha pucynke | mpencraBieHbl mpUMEpPHl H300paxe-
HHI U3 yKa3aHHBIX HA0OPOB JJAHHBIX.

Puc. 1 — Ilpumepsl aHATH3UPYEMBIX H300PasKeHHI
Fig. 1 — Examples of analyzed images

JJiss MOTOTOBKH BEIOOPOK M TIPOBEACHUS IKCIICPH-
MEHTOB HallMCaHbl CKPUNTHI Ha s3bike Python. Ha arame
MOATOTOBKM JIAaHHBIX pPEaln30BaHa aBTOMAaTHUYECKas
TPYNIUpPOBKa M300pakeHni u ¢opmupoBaHue oOyda-
IOIeH 1 BaMAAIMOHHON BRIOOPOK. Beero ObLI0 peanu-
30BaHO TPH CLEHAPHUS TIOJATOTOBKHU JAHHBIX:

1) knaccudukanms mMo TOYHOMY BO3pacTy (H300pa-
JKSHHSI paclpeliessuTiuch Ha ooydatomnyto (70%) u Bamu-
nmanuoHHyo (30%) BBIOOpKH JaHHBIX 0Oe3 M3MCHEHUS
UCXOAHOW CTPYKTYpHl NamoK, a MOJeNlb oOydaiach
OIIpeZIeJIeHUI0 TOYHOTO BO3pacTa Ha OCHOBE M300paske-
HHS, TP 3TOM KOJIMYECTBO KJIACCOB COOTBETCTBOBAJIO
KOJIMYECTBY BO3PACTHBIX METOK OT 1 710 100+);
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2) knaccuuKalys O BO3PACTHBIM IHANa30HAM
(U1 TOBBIIIEHUS] YCTOWYHMBOCTH KJIACCU(HUKALUK U
YMEHBILICHHUS KOJIMUECTBA KJIACCOB BBIMOJIHEHA TPYIIITHU-
POBKa M300pa)XEHUH 1O CIEAYIOIUM BO3PACTHBIM JHa-
mazoHaMm: «0-3», «4-9», «10-13», «14-17», «18-21»,
«22-30%», «31-40%», «41-50», «51-60%», «61-79%», «80+»;
n300pakeHuss TPYNIHPOBAINCH B COOTBETCTBYIOIIUE
AKX 110 AWAIa30HaM, MOCNe YeTO BHOBb Pa3JIeIsuIuCh
Ha 00yJaromIyro 1 BaIMAAINOHOHHYIO BEIOOPKU B COOT-
nomrennn 70% 1 30% COOTBETCTBEHHO);

3) kaccupuKaIMs MO0 YKPYINHEHHBIM BO3PACTHBIM
KaTeropusM (MCIONB30BaNach CXeMa, OCHOBAHHAs Ha
JIOTHYECKOM JIeJIeHUH Bo3pacta Ha 5 rpymm: aetu ot 0
no 8 net, moapoctku 9-17 ner, mononexs 18-40 ner,
B3pocible 41-65 net, noxuinsie 65 u Gonee yer).

Takue BapuaHTBl JENCHUS IO3BOJIMIIA TIPOBECTH
CPaBHUTEIbHBIM aHAIN3 MTPOU3BOAUTEIHLHOCTH MOJEIEH
NIpU Pa3IMYHON JAeTajau3aluy BO3PacTHBIX METOK. IIpu
(¢hopMupOBaHNT BEIOOPOK JTaHHBIX IS aHATH3a B HAOOP
Facial Age Obti m06aBICHBI M300paXeHUs: U3 Habopa
UTKFace. OOmee 4YnCIIO H300pak€HUI COCTaBHUIIO
okoio 14000, u3 KoTOphIX oOywaromasi BBIOOpKa cCO-
nepxana 9734, a BamunanuonHas — 4238 u300paxeHuil.

BbiGop 6MBNNOTEK U apXUTEKTYP
HelpoceTeBbIX Mogenen

[ nmocTpoeHuss HEHMpPOCETEBBIX MOJECIEH omIpene-
JICHUs] BO3pacTa 4eJoBeKa MCIOJIb30BaH SI3bIK MTPOrpam-
mupoBaHus Python, a tarxoke cienyromnye OnOIMOTEKH U
¢petimBopku:  TensorFlow, NumPy, Matplotlib,
Seaborn, Scikit-learn, Pillow u Tkinter. B kauecTBe oc-
HOBHOTO (ppeiMBOpKa ISl TIOCTPOCHUSI HEHPOCETEBBIX
moneneir BeiOpaH TensorFlow. Iloeepx TensorFlow
HCIOIB30Banoch BeicokoypoBaeBoe API Keras [32].

J171s BBITIOJTHEHUST YNCIICHHBIX OIepaluii n paboThI ¢
MHOTOMEPHBIMH MaCCHBaMH NPHMEHSJIAcCh OMOIHOTEeKa
NumPy, a mis nocrpoenust rpaduxoB — Matplotlib u
Seaborn. DTH MHCTPYMEHTHI UCIIOJIB30BAIUCH JUISI BU3Y-
IM3alMU METPUK OOYUeHHs MOJICIH, TaKUX KaK TOY-
HOCTb M (YHKIHS TOTEPb, a TaKXKe JJIsI OTOOpaKEeHHs
Marpuipl ounbok. bubsimoreka Scikit-learn ncnons3o-
BaJlach Ul pacueTa METPUK KadyecTBa MOJIEIH, TaKhUX
KaK TOYHOCTb, MojHOoTa M Fl-mepa, a takxke ans mo-
CTpOeHHMsl KiaccHu(MKaIMOHHOTO ordera. Pabora c
M300paKeHISIMH OCYIIECTBIISIIACH C TOMOIIBI0 OMOIHO-
teku Pillow, koTopas obecrieunBaa 6a30BbIC OIEpaIin
3arpy3kd ¥ 00paboTku u300paxenuil. [y co3maHus
rpaduyeckoro uHTEpdeiica NCroib30BaIach CTaHAAPT-
Hast Oubnmuorteka Tkinter. C ee MOMOIIBIO PEATH30BAHO
HPOCTOE OKHO, B KOTOPOM I0JIb30BaTEIb MOXKET 3arpy-
3uTh (hoTorpaduio AJsl ONPENeNIeHUs] BO3PacTa.

B uccrienoBanun pacCMOTpPEHBI U CPaBHEHbBI JIBE ap-
XUTEKTYpBl CBEPTOUHBIX HEHPOHHBIX ceTeil: ResNet50V2
[33] 1 YOLOVSn [34]. Ot Mojienu BEIOpaHBI B CBSI3H C
UX HOMYJISAPHOCTBIO, JIOCTYIMHOCTBIO M HIMPOKHM IpH-
MEHEHHEM B 3aJ[a4ax aHaJli3a U300pakeHNH.

ResNet50V2 [35] — sTo riybokasi apXUTEKTypa ce-
TH, conepxamas 50 cnoeB. OcHoBHas uzaest ResNet 3a-
KJIFOYAeTCsl B MCIOJIb30BAHUHM OCTATOYHBIX CBSI3eH, KO-
TOpbIE TO3BOJISIOT IeperaBarh MHPOPMAIMIO U TPajiu-
€HTBI, MUHYSI HECKOJIBKO CJIO€B. DTO CIIOCOOCTBYET pe-
LICHHIO MPOOJIEMbI 3aTyXafolero IpajueHTa U IM03BO-
nseT 00ydaTh 6oJee riry0oKHe MOJIEIH.
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Moaenr YOLOv8n [36] — ato meTekTop 00BEKTOB
cemeiictBa YOLO. M3HauanbHO apXuUTEKTypa IMperHa-
3HAYaNach JUisl 33/1a4 JETEKIUH, HO ObUIa aJlaliTHpOBaHa
noJ 3amauyy kimaccuukanuu Bo3pacta. YOLOv8n or-
JIMYACTCS BBICOKOH CKOPOCTBIO 00pabOTKH H300pake-
HUH ¥ KOMITAKTHOCTBIO MOJIENH, YTO JICTAeT €€ MPHUroJ-
HOW JJIS1 WCTIOJIB30BAHUS B PEalbHOM BPEMEHH, B TOM
YHCIIe Ha YCTPOMCTBAX C OTPaHMYCHHBIMH PECYpCaMH.

O6yyeHue cBepTOUYHbIX HEMPOCETEBLIX
Mopaenen

Kaxmas w3 BeIOpaHHBIX Mojeneil oOydamach IO
TPEM CLEHapUsIM KJIaCCU(UKALUK BO3pPACTa: 110 TOYHO-
My BO3pacTy, 10 BO3PACTHBIM JHaNa3oHaM M 10 YKpYyI-
HEHHBIM BO3PAacTHBIM KaTeropusM. Bce skcnepuMeHTEH
MPOBOJMINCH Ha JIOKAJIbHON BBIYMCIUTENIBHONW MallHe
Lenovo ThinkPad ¢ mpoueccopom Intel Core i5-1135G7
OJIMHHA/IIIATOTO MOKOJICHHUs, paboTaromen Moj yrnpas-
JeHneM ormeparoHHoi cuctembl Windows 10x64. B
Ka4yecTBE cCpenbl pa3paboTKHM HCIOIb30Bajlach CTaH-
JnaptHas uHTerpupoBaHHas cpena IDLE, Bxoapsimas B
cocraB nuctpudytusa Python.

Jns BOCTIPOM3BOAMMOCTH pe3yIbTaTOB BO BCEX
O6ubmmoTekax u QpeiiMBopKax 3aUKCUPOBaHBI 3HaYe-
HHS TEeHepaTtopoB ciydaiiHbIX umncen. I[IpemoOpaboTka
M300paKeHUH BKIIIOYATa HOPMAJM3aLMUI0 3HAYCHHH
nukceneil B nuamnaszoHe [0, 1], a Takke mpUMEHEHHE
CTaHJApTHBIX METOAOB ayIMEHTAIlUU: TOPU30HTAIbHOE
OTpakeHHE U CIy4aiHOe BpalleHHE.

Jns knaccudukanuy n300paKeHUH O BO3PACTHBIM
KaTeropusiM CHadala HCIIOJIb30BaTach NpenoOydeHHas
apxurektypa YOLOv8n. Pasmep BxomHOTrOo mM300paxke-
HUA Ob11 yctaHoBiIeH 200%200 nukceneit, pasmep Oatda
— 32, kommgectBo 310X — 50. OOyueHne MPOBOAMIOCH
Ha mpormeccope (pexmm device='cpu'), HCHOIBIYS
BCTpPOEHHBIE MeXaHu3Mbl onbnmoTexku Ultralytics.

B nepBoMm cueHapuu MoJeNb Y4MIAach pa3iaudyarh
TOYHBIN BO3pACT 4ejoBeka Ha (ortorpaduu. ITO camas
CIIO)KHAS 3ajjaya, TaK KaK KOJMYECTBO KJIACCOB IIPEBBI-
maet 100. HecMoTpst Ha 3TO, MOJIeNIb CMOTJIa 00Y4UTh-
Csl, HO METPUKHM KayecTBa OCTAINCh HA OTHOCHTENBHO
HU3KOM ypPOBHE M3-32 CIIOKHOCTH DPEIIaeMOH 3aJadul U
OTpaHWYEHHBIX BBIYMCINTENBHBIX pecypcoB. Ilo 3aBep-
meHun oO0ydenus moaenb Y OLOvV8n mocturia TowHO-
ctu 23%, norepu coctaBuiu 2,91 Ha BanuAaUMOHHOU
BBIOOpKE NaHHBIX. ['pahmky TOUHOCTH M MOTEPH Npen-
CTaBJICHBI Ha PUCYHKE 2.

train/loss val/loss
4.5 1
—e— results
4.00
smooth
4.0
3.75 A
3.5 4 3.50 1
3.25 A
3.0 1
3.00 4
2.5 1 2.75
0 20 40 0 20 40

Puc. 2 — I'padpukn pynknnu noreps aaa YOLOvSEn
NpH KJIaccH(PUKALNU 10 TOYHOMY BO3PACTy

Fig. 2 — Loss function plots for YOLOvV8n for exact
age classification

OOy4eHue IpoUCXOaMI0 cTabMIIbHO, OJJHAKO OTCYT-
CTBHE BBIPRKEHHOT'O CHIKEHUs 10ss Ha BaIMIAIIMOHHON
BBIOOpKE I0CJIE OINpPEIEICHHOIO MOMEHTa TOBOPHUT O
HeoOxoauMocTH Oosiee TIIyOOKOH apXUTEKTYphl HIIH
cOanaHCUPOBAHHBIX JAHHBIX JUISl PEIICHHS 3a/1auu.

Bo BTOpOM crieHapuu 3amada Oputa ympormiena qo 11
KJIacCOB. DTO MO3BOJMIO YACTHIHO KOMIICHCHPOBAThH
mucOanaHc gaHHBIX. [1o 3aBepireHNn 00y9eHHsT MOJIENb
YOLOvV8n mocturia ToaHOCTH 68%, ITOTEPH COCTABIIH
1,02 Ha BammmanuoHHOI BeIOOpKe. DYHKINS NOTEPh HA
MPOTSDKEHNH OOYYeHHUs CTaOWIBHO CHIKajach, Kak
MIOKa3aHO Ha PHCYHKE 3, W MOJEIb JNOCTHIJIA ONTH-
MaJILHOTO KauecTBa yke K 25-H s1oxe, mociie 4ero BbI-
IIJ1a Ha UIaTo.

train/loss val/loss

2.01 —— results
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1.4 4
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1.3 4
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Puc. 3 — I'padpuxu ¢pynkuum noreps 1 YOLOvEn
npu kjaaccuuxauuu no 11 kareropusim

Fig. 3 — Loss function plots for YOLOv8n for
classification into 11 categories

B 3amave knmaccudukanum Mo S5 KaTeropusM CceTb
YOLOV8n mokasania XopoIyto 0000IIa0IIyI0 CIOC00-
HocTh. [lo 3aBepumieHMM OOy4YeHHs MOJENb JOCTHUIJIA
touHoctu 84%, motepu cocraBwin 0,54 Ha Bamumanu-
OHHOI BBIOOpKE, O YeM CBUACTEIbCTBYIOT TpaduKH,
[PUBEJICHHBIC HA PUCYHKE 4.

train/loss val/loss
1.2
—e— results
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Puc. 4 — I'padpuxn pynxkuuu noreps 1iast YOLOvEn
MpH KaaccH(PUKALNT M0 S5 KATeropusim

Fig. 4 — Loss function plots for YOLOv8n when
classifying into 5 categories

Mogenb OBICTPO JOCTUTIIA BBICOKOW TOYHOCTH, a
MIPU3HAKH TepeoOyYeHUs] He HAOIIOAaIuch. JTO TOJ-
TBepkaaeT yctoiumBocth YOLOvV8n mpu pemeHun
3a[1a4i C OTPAHWYCHHBIM YHCIIOM KJIACCOB.

Cetp ResNet50V2 ucrons3oBanach B BHIE MPEIO-
OydenHoit Mozmenn ImageNet ¢ mooOyueHHEM BEpXHUX
CIIOEB MO 3a7a9y KIacCH(UKAIINH BO3pacTa. ApXUTEK-
Typa CEeTH JOIOJIHEHA CICAYIONIMH CIOSMH: CIIOH TII0-
OaJbHOTO YCpEIHEHHs, IOJHOCBS3HBIA clod Hu3 256
HellpoHoB ¢ aktuBanuedl ReLU, a Taxke BBIXOZHOM
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cioil ¢ (yHKIMEH akTHBaIMM softmax, cCOOTBETCTBYIO-
KT KOJIMYECTBY KIJIACCOB B KOHKPETHOM CLIEHAPHHU.

Pa3mep BXomHBIX n300pakeHHH cocTaBisut 224x224
nukcens. B kauecTBe (DyHKIIMH MOTEPH MCIOIB30BaIACH
categorical crossentropy, ontumuzarop — Adam c ma-
pamerpom learning rate=le-4. OOydeHNe MPOBOIUIOCH
C WCIIOJIb30BAHMEM MEXaHH3Ma PaHHEH OCTAaHOBKH, YTO
MO3BOMIIO M30ekaTh mepeoOydenns. Pasmep Oatua —
32, obyuenue mmiochk 1o 50 3mox wiu 1o cpabaThiBa-
HUS paHHEN OCTAHOBKHU.

IlepBrrii cueHapuii OTpPeOOBaI OT MOIETH Pa3IIH-
4eHUsT OOJIBIIOrO KoiuuecTBa kKiaccoB (Oosee 100).
HecMoTpst Ha BBICOKMIT YpOBEHB JeTalNM3alMK 3a]auu,
ResNet50V2 cmpaBunack ¢ Hel Ha YIOBJIETBOPUTEIb-
HOM ypoBHe. brarogapst riry0oKoii apXUTEKType U cTpa-
TETUH PETYISIPU3ALNH YIAI0Ch JOCTHYb OTHOCHUTEIBHO
crabuipHOro oOyueHws. [lo 3aBeprieHnn oO0yueHHs
Mmozens ResNet5S0V2 mnocturna Tounoctu 21%, motepu
cocraBmiH 3,21 Ha BaTMIAIIMOHHON BEIOOPKE.

Ha pucynke 5 npexncraBieH rpaduk (QyHKOIHH T10-
tepb st Monenn ResNet50V2 mpu knaccudukanmm mo
TOYHOMY BO3pAcTy.

—— Train Loss
Val Loss

3.5 1
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2.54
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Puc. 5 — I'paduxk ¢pynkuuu noreps s ResNetS0V2
NpH KIaccu(PpUKANU 10 TOUHOMY BO3pPacTy

Fig. 5 — Loss function plot for ResNet50V2 for exact
age classification

I'paduk mokaswpiBaeT IIIABHOE CHIDKEHHE loss, 91O
CBUJICTEIILCTBYET O KOPPEKTHON CXOAWMOCTH MOJCIH.
OmHAKO CI0KHOCTD 33/1a4H U Pa3peKCHHOCTh BRIOOPKH
OTPaHUYMIIM UTOTOBOE Kaue€CTBO MO/IEINH.

Bo BTOpoM clieHapuu yMeHbBIIIEHHE KOJUYECTBA
KJIACCOB TMO3BOJIWIIO TOOUTHCS JIYUIIHX PE3yJIbTATOB W
MOBBICUTh 00OOMIAIOIIYI0 CHOCOOHOCTh Mozenu. Ilo
3aBepIIeHNH O0Y4eHHs OHa JOCTUIIA TOYHOCTH 64%,
notepu coctaBwi 1,13 Ha BamumIainOHHON BRIOOPKE.

B tpersem cuenapun ResNet50V2 mponemoHCTpH-
poBania OoJice BBICOKHE pPE3YJBTaThl: IO 3aBEPUIICHUU
00y4YeHHs JOCTHTIIA TOYHOCTH 78%, TOTEpU COCTABHIH
0,54 Ha BaMIAIIMOHHOW BEIOOPKE.

OueHka pe3ynbTaToB Knaccudukaumm

B pamkax nccieoBaHHS NPOBE/ICH CPAaBHUTEIbHBIH
aHanmu3 A(PQPEKTHBHOCTH IBYX APXHUTEKTYp TIIyOOKOTO
o6yuenns (YOLOvV8n u ResNet50V2) B 3amaue ormpe-
JISICHHMST BO3pacTa deloBeKa 10 M300paKeHWIO JIHIIA.
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Jnst aToro pa3paboTaHbl M peayn30BaHbl TPH Pas3iIvy-
HBIX CLECHApHs TPYMIHPOBKH BO3PACTHBIX KaTETOPHI,
pa3INyaroNIUXCsl yPOBHEM JETaM3alH BO3PacTa.

Jnst 0ObEeKTUBHOTO CpPaBHEHMSI MOJIENEH HMCIOJB30-
BaITUCh CIEAYOIINe MeTpUKH [37]:

- accuracy (To4HOCTB) — HOJS BEPHO KIIacCHU(pHUIIH-
POBaHHBIX 00pas3IIOB;

- macro F1-score — ycpeaaenHoe 3HaueHue F1-mepsl
0e3 yJeTa BecoB KIJIaCCOB;

- weighted F1-score — cpemnee 3uauenune F1-mepsi ¢
Y4ETOM BECOB KIIACCOB.

B Tabmuue 1 npencraBieHsl 0000IIEHHBIE PE3yiib-
TaThl 00yYEHHsI MOJICTICH MO YKA3aHHBIM METPHKaM.

Tagsmma 1 — CpaBHuHHe pe3yJbTATOB O00y4YeHHs
Mmogeseit YOLOv8n n ResNet50V2

Table 1 - Comparison of training results of
YOLOvV8n and ResNet50V2 models

Cre- Mosers Accuracy,| Macro | Weighted
Hapuit % F1-score | Fl-score
1 YOLOvV8n 23,44 0,077 0,206
ResNet50V2| 21,00 0,07 0,19
5 YOLOvV8n 68,36 0,669 0,685
ResNet50V?2 64 0,61 0,64
3 YOLOvV8n 84,22 0,837 0,842
ResNet50Vv2 78 0,77 0,78
PeSyHLTaTbI HUCCJICAOBAHUS IMIO3BOJIMJIM CACJIaTh

CIIEAyIOIINE BBIBOABI: HCIIOJIB30BaHHE YKPYIMHEHHBIX
BO3PACTHBIX KAaTETOpHUil SBISETCS ONTUMAIBHBIM C TOY-
K{ 3pEHHSI COOTHOLICHHUS TOYHOCTH M MH(OpMAaTHBHO-
cTH pe3ynbTaToB. Apxurekrypa YOLOvV8n mpoaemoH-
cTpupoBasa mnpeumyimectBo nepen ResNetS0V2 mo
BCEM METPHKaM, 4TO ompexaenser ee 3()(PEeKTHBHOCTH
JUIL pElIeHUs] IIOCTaBJIEHHOHN 3amaun. BbiaBieHHbIE
npoOiemMbl ¢ KiaccupUKanuedl cpeJHeBO3pacTHBIX
TPYII MOKa3aJId HEOOXOAUMOCTh JIOMOJHUTEIBHOW pa-
60ThI ¢ OamaHCHPOBKON oOyuaroieil BeiGopku [38, 39]
U BO3MOXXHOTO TPHMEHEHHMS METOJOB ayrMEHTAIlH
nauubix [40, 41] miis 9THX BO3PACTHBIX TPYIIIL

3akno4veHune

Ha 3aBepmratomem stame paboTel Ha Oaze OmOIHO-
teku Tkinter [42, 43] pa3zpaboTaH MOJIB30BATENBCKHUIT
nHTep(deiic U1l NpOTOTHIA MHTEIUICKTYaJIbHOM CHCcTe-
MBI OIIpEJeIeHNs] BO3PAcTHBIX KaTeropuii mo ¢ororpa-
(UM ¥ TIPOBE/ICHO TECTUPOBAHKE €e paboTOCIOCOOHO-
cru. CucreMa NpoOJEeMOHCTPHUPOBAIA YCTOWYMBYIO pa-
60Ty C M300pakeHUSIMH Pa3NUYIHBIX (OPMATOB M pas-
pelleHuil, a TaKkke KOPPEKTHYI0 00pab0TKy BO3MOKHBIX
ommnOoK moJp3oBatend. Hawmbompimme TPyAHOCTH CH-
CTeMa MCIIBIThIBANA TPH PACIO3HABAHUH TOXKHIIBIX JIFO-
neit (touHocts 93,8%), uTO OOBACHSIETCS OOIBIIUM
pazHooOpa3ueM BO3paCTHBIX U3MEHEHHUH B 3TOM KaTero-
pun. Hawry4mme pesynbTaThl JOCTUTHYTBI ISl ITOJ-
POCTKOB M MOJIOJIBIX B3pocibIX (100% To4HOCTS).

B nenom MoXHO cuutaTh, 4TO paspaboTaHHOE pe-
IIEHHE TOTOBO K IPAaKTHYECKOMY HCIIOJIb30BAHUIO B
Pa3IMYHBIX MPEAMETHBIX 00JIACTSAX YEIOBEYECKOH jes-
TeNbHOCTH. [lepCrieKTHBEI pa3BUTHSI CUCTEMBI CBSI3aHBI
C paciiupeHneM ee (pyHKIHOHAIBLHOCTH U yIyYIIeHUEM
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00pabOTKN CIIOXKHBIX CIIy4aeB NpPU OIPEACICHHH BO3-
pacra yenoBeka 1o ¢ororpaduu.
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