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Статья посвящена решению задачи определения уровня тревожности человека на основе формирования и 

исследования нечетких моделей. Повышенный уровень тревожности оказывает негативное влияние на 

когнитивные функции, сон, работоспособность, эмоциональное состояние, социальные отношения и 

соматическое здоровье человека. Поэтому регулярное самонаблюдение и диагностика уровня тревожности 

позволяют своевременно выявлять изменения в психоэмоциональном фоне и предпринимать необходимые 

меры по его стабилизации. Предложен подход к формированию нечетких моделей анализа психического 

состояния человека. В качестве целевого показателя для анализа выбран уровень тревожности. Для 

формирования нечетких моделей использована нейронечеткая система. Ее использование потребовало 

получения и подготовки данных для анализа, задания числа нечетких градаций входных нейронов в нечеткой 

нейронной сети, ее обучения, а также формирования и оценки нечеткой модели. Для обучения нечеткой 

нейронной сети и формирования нечеткой модели выбран общедоступный набор данных «Social Anxiety 

Dataset», размещенный на платформе Kaggle. Набор объемом более 11000 записей включает 18 входных и 1 

выходной признак (уровень тревожности, выраженный числом от 1 до 9). Из 18 входных признаков на 

основе корреляционного анализа выбрано 6 как наиболее значимых. Далее проведен поиск и устранение 

выбросов в наборе данных. Подготовленные данные использованы для формирования и исследования 

нечетких моделей определения уровня тревожности человека. На первом этапе исследований определенно 

оптимальное число из трех выходных классов (низкий, средний и высокий уровень тревожности). Далее 

проведены эксперименты для определения влияния числа градаций входных переменных на точность 

классификации. Наилучшие результаты классификации достигнуты при использовании пяти нечетких 

градаций. На заключительном этапе исследований проведены эксперименты по оценке точности 

построенной нечеткой модели при работе с зашумленными данными. Полученные результаты подтвердили 

устойчивость модели к шумам и вариативности входных данных, а также ее применимость в реальных 

условиях, где входные значения могут быть неточными. В результате проведенных исследований 

построена нечеткая модель с точностью классификации на тестовой выборке данных 83,99%. Модель 

показала высокий уровень готовности к практическому использованию для предварительной 

самодиагностики психоэмоционального состояния человека. 
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This article addresses the problem of determining a person's anxiety level based on the development and analysis 

of fuzzy models. Elevated anxiety negatively impacts cognitive functions, sleep, performance, emotional state, 

social relationships, and physical health. Therefore, regular self -monitoring and anxiety assessment allow for the 

timely detection of changes in the psycho-emotional state and the necessary measures to stabilize it. An approach 

to developing fuzzy models for analyzing a person's mental state is proposed. Anxiety level is chosen as the target 

indicator for analysis. A neuro-fuzzy system is used to develop fuzzy models. Its use required obtaining and 

preparing data for analysis, specifying the number of fuzzy gradations of input neurons in the fuzzy neural 

network, training it, and developing and evaluating the fuzzy model. The publicly available "Social Anxiety 

Dataset," hosted on the Kaggle platform, was selected for training the fuzzy neural network and developing the 

fuzzy model. A dataset of over 11,000 records includes 18 input features and 1 output feature (anxiet y level, 

expressed as a number from 1 to 9). Of the 18 input features, 6 were selected as the most significant based on 

correlation analysis. Outliers in the dataset were then identified and eliminated. The resulting data was used to 

develop and test fuzzy models for determining human anxiety levels. In the first stage of the study, the optimal 

number of three output classes (low, medium, and high anxiety) was determined. Experiments were then 

conducted to determine the effect of the number of input variable gradations on classification accuracy. The best 

classification results were achieved using five fuzzy gradations. In the final stage of the study, experiments were 

conducted to evaluate the accuracy of the constructed fuzzy model when working with noisy data. The results 

confirmed the model's robustness to noise and input data variability, as well as its applicability in real -world 

conditions where input values may be inaccurate. As a result of the research, a fuzzy model with a classification 

accuracy of 83.99% on the test data set was constructed. The model demonstrated a high level of readiness for 

practical use for preliminary self-diagnosis of a person's psycho-emotional state. 



Вестник технологического университета. 2026. Т.29, №1 

103 

Введение 

В настоящее время интенсивный ритм жизни, 

высокий уровень информационной нагрузки, соци-

альные и экономические факторы оказывают значи-

тельное влияние на психическое состояние человека. 

Под психическим состоянием понимается времен-

ная характеристика психической деятельности, от-

ражающая общий фон эмоционального и когнитив-

ного функционирования личности [1]. Одним из 

ключевых показателей психического состояния яв-

ляется уровень тревожности [2, 3], отражающий 

внутреннее напряжение, неуверенность и восприим-

чивость к стрессам. Согласно статистике Всемирной 

организации здравоохранения, более 300 миллионов 

человек во мире испытывают тревожные состояния 

[4]. По данным Министерства здравоохранения Рос-

сии, каждый шестой россиянин сталкивается с про-

явлениями тревожности в повседневной жизни. При 

этом тревожность может быть не только симптомом 

психических расстройств, но и естественной реак-

цией на внешние обстоятельства. 

Повышенный уровень тревожности оказывает 

негативное влияние на когнитивные функции, сон, 

работоспособность, эмоциональное состояние, со-

циальные отношения и соматическое здоровье чело-

века. Без надлежащей диагностики и поддержки 

тревожные состояния могут прогрессировать и пе-

рерастать в более тяжелые психические расстрой-

ства, такие как депрессия, панические атаки и пси-

хосоматические заболевания [5]. Регулярное само-

наблюдение и диагностика уровня тревожности поз-

воляют своевременно выявлять изменения в пси-

хоэмоциональном фоне и предпринимать необходи-

мые меры по его стабилизации [6, 7]. 

Традиционные методы оценки эмоционального 

состояния человека [8-10], как правило, требуют 

участия специалиста и личного посещения, что не 

всегда удобно или возможно. В таких условиях ин-

теллектуальные системы [11-14] на основе опросов 

становятся доступной и быстрой альтернативой. 

Они позволяют человеку самостоятельно отслежи-

вать свое состояние, получать первичную оценку и 

при необходимости обращаться за профессиональ-

ной помощью. Такие системы могут быть полезны 

как в индивидуальном применении, так и в образо-

вательных учреждениях, центрах психологической 

помощи и медицинских организациях. 

В настоящем исследовании рассмотрен подход к 

формированию нечетких моделей анализа психиче-

ского состояния человека [15-17]. В качестве целе-

вого показателя для анализа выбран уровень тре-

вожности, поскольку он является информативным 

индикатором общего психического фона человека. 

Для формирования нечетких моделей использована 

нейронечеткая система [18], потребовавшая выпол-

нения следующих этапов: 

1) получение и подготовка данных для анализа; 

2) задание числа нечетких градаций входных 

нейронов в нечеткой нейронной сети; 

3) обучение нечеткой нейронной сети; 

4) формирование и оценка нечеткой модели. 

Рассмотрим особенности их выполнения. 

Получение и подготовка данных 
для обучения нечеткой нейронной сети 

Для обучения нечеткой нейронной сети [19, 20] и 

формирования нечеткой модели выбран общедо-

ступный набор данных «Social Anxiety Dataset» [21], 

размещенный на платформе Kaggle [22]. Набор со-

держит более 11000 записей, представляющих ин-

дивидуальные наблюдения людей с различной сте-

пенью выраженности социальной тревожности. 

В исходном наборе данных представлены сле-

дующие входные признаки: 

- возраст (Age) – количество полных лет; 

- пол (Gender); 

- профессия (Occupation); 

- часы сна (Sleep Hours); 

- физическая активность (Physical Activity); 

- потребление кофеина (Caffeine Intake); 

- употребление алкоголя (Alcohol Consumption); 

- курение (Smoking); 

- наследственность (Family History of Anxiety); 

- уровень стресса (Stress Level); 

- частота пульса (Heart Rate); 

- частота дыхания (Breathing Rate); 

- потоотделение (Sweating Level); 

- головокружения (Dizziness); 

- прием медикаментов (Medication); 

- сеансы терапии (Therapy Sessions); 

- критические события (Recent Major Life Event); 

- качество питания (Diet Quality). 

Выходной признак – уровень социальной тре-

вожности, выраженный числом от 1 до 9, где 1 соот-

ветствует минимальному проявлению, а 9 – макси-

мально выраженной тревожности. 

Для выявления значимых признаков выполнен 

корреляционный анализ [23, 24]. Значимыми вход-

ными признаками с точки зрения их коррелирован-

ности с выходным являются следующие (в скобках 

указаны значения коэффициентов корреляции): 

- Sleep Hours (-0,49); 

- Physical Activity (-0,24); 

- Caffeine Intake (0,35); 

- Stress Level (0,67); 

- Therapy Sessions (0,52); 

- Diet Quality (-0,22). 

Эти признаки были отобраны для дальнейшего 

анализа и формирования нечетких моделей [25-27]. 

Следующим этапом стал поиск и устранение вы-

бросов в данных [28], что позволило снизить их 

влияние на качество моделей и повысить достовер-

ность полученных результатов. Для каждого из при-

знаков были построены диаграммы разброса, визуа-

лизирующие границы нормального распределения и 

наличие потенциальных выбросов. Анализ показал 

наличие выбросов в следующих признаках: Sleep 

Hours, Physical Activity и Therapy Sessions. 

Для обработки выбросов была применена мето-

дика их замены на соответствующие пороговые зна-

чения, определенные по следующей формуле [29]: 

IQR = Q3- Q1, 

где IQR – межквартильный размах, Q1 – первый 

квартиль, содержащий значение, меньше которого 

будет 25% наблюдений, Q3 – третий квартиль, со-

держащий менее 75% наблюдений. 
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Для определения границ выбросов использова-

лись формулы: 

Нижняя граница = Q1 - 1,5 ×IQR; 

Верхняя граница = Q3+ 1,5 ×IQR. 

Значения, выходящие за границы, были замене-

ны на соответствующие пороговые значения (ниж-

нюю или верхнюю границу). Такой подход позволил 

сохранить данные в выборке, одновременно устра-

нив влияние выбросов и сохранив распределение 

признаков в пределах допустимых границ. 

Формирование и исследование 
нечетких моделей 

В качестве программы для исследований выбра-

на «Нейронечеткая система формирования нечетких 

моделей оценки дискретного состояния объектов» 

[18]. Целью первого этапа исследований было опре-

деление оптимального количества выходных клас-

сов для оценки состояния объектов [30, 31]. Для 

проведения эксперимента были использованы пред-

варительно подготовленные данные, включающие 

четыре ключевых признака: Sleep Hours, Caffeine 

Intake, Stress Level и Therapy Sessions. 

Эксперимент состоял из трех тестов, отличаю-

щихся числом классов выходной переменной: 9 (все 

уровни тревожности), 3 класса (низкий, средний, 

высокий уровни тревожности), 2 класса (низкий и 

высокий уровни тревожности). Результаты экспери-

мента представлены в таблице 1. 

 

Таблица 1 – Результаты эксперимента по 

определению количества выходных классов 

Table 1 – Results of the experiment to determine the 

number of output classes 

Количество 

выходных классов 
9 3 2 

Время обучения 

модели 
10 ч 

8 ч  

13 мин 

5 ч  

35 мин 

Accuracy 0,8514 0,8552 0,9175 

Precision 0,2904 0,8077 0,8812 

Recall 0,3438 0,8042 0,7968 

F1-Score 0,2931 0,8059 0,8307 

 

Несмотря на рост значений метрик в третьем те-

сте, было выявлено, что оптимальным решением 

является использование 3-х выходных классов. Это 

обусловлено балансом между временем обучения, 

стабильностью модели и точностью классификации. 

Далее проведены эксперименты по определению 

влияния числа входных градаций на качество клас-

сификации [32, 33]. Исследование проводилось при 

фиксированном числе классов, равном 3. 

В качестве входных признаков использовались 

Sleep Hours, Stress Level и Therapy Sessions. Тесты 

различались числом градаций входных признаков. 

Это позволило оценить, как представление данных 

влияет на способность модели различать классы. 

В первом тесте у признака Sleep Hours выделено 7 

градаций, у Stress Leve – 3, у Therapy Sessions – 5. 

Во втором тесте число градаций соответственно 

составило 5, 5 и 5. В третьем тесте – 7, 7 и 7. 

Результаты представлены в таблице 2. 

Таблица 2 – Результаты экспериментов по 

влиянию числа градаций на точность моделей 

Table 2 – Results of experiments on the influence of 

the number of gradations on the accuracy of models 

Номер теста 1 2 3 

Время обучения 

модели 

16 мин 

50 с 

19 мин 

29 с 

1 ч 

30 мин 

Accuracy 0,7537 0,7833 0,7756 

Precision 0,6957 0,7124 0,6722 

Recall 0,6311 0,6737 0,6652 

F1-Score 0,6249 0,6709 0,6575 

 

Анализ результатов показал, что наибольшее 

значение метрик было достигнуто во втором тесте. 

При этом время обучения осталось умеренным. 

Максимальная детализация признаков (3-й тест) не 

привела к заметному улучшению качества класси-

фикации по сравнению со 2-м тестом, но суще-

ственно увеличила время обучения модели (с 19,5 

минут до 1,5 часов). Это свидетельствует о том, что 

избыточное количество градаций привело к услож-

нению модели без прироста точности. Наименее 

успешным оказался 1-й тест, в котором присутство-

вала несбалансированность градаций входных при-

знаков [34]. 

На заключительном этапе проведены экспери-

менты по оценке работы модели с зашумленными 

данными. Для этого к исходной выборке добавлено 

5% шумовых данных. Новые данные сгенерированы 

на основе дублирования случайно выбранных строк 

из основной выборки с последующим внесением 

случайных отклонений в значения входных призна-

ков. Для добавления шумов использовалось функ-

ция Excel «СЛУЧМЕЖДУ» для генерации случай-

ных отклонений в допустимых пределах. Смодели-

рованы сценарии с разным количеством градаций 

входных переменных, включая базовый вариант (по 

5 градаций для каждой входной переменной) и ва-

риант с повышенной детализацией отдельных при-

знаков до 7 градаций. Это позволило проанализиро-

вать, насколько точность модели зависит от дискре-

тизации входных данных, а также определить ба-

ланс между детализацией и устойчивостью модели. 

В первом сценарии у признаков Seep Hours, 

Physical Activity, Caffeine Intake, Stress Level и Ther-

apy Sessions выделено по 5 градаций. Во втором 

сценарии у первых трех признаков выделено по 5 

градаций, а у остальных – по 7. Количество выход-

ных классов в обоих сценариях задано равным трем. 

Результаты представлены в таблице 3. 

 

Таблица 3 – Результаты экспериментов с 

зашумленными данными 

Table 3 – Results of experiments with noisy data 

Номер сценария 1 2 

Время обучения модели 8ч 30 мин >24ч 

Accuracy 0,8399 0,835 

Precision 0,7629 0,7852 

Recall 0,7576 0,7534 

F1-Score 0,7584 0,7554 
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Проведенный эксперимент показал, что при су-

щественном увеличении градаций основные метри-

ки качества изменились незначительно. Однако, 

такое изменение привело к трехкратному увеличе-

нию времени обучения модели (с 8,5 часов до более 

чем 24 часов), что свидетельствует о нелинейном 

росте вычислительной сложности алгоритма обуче-

ния. Оптимальной показала себя конфигурация с 5 

градациями всех признаков, обеспечивающая сба-

лансированные показатели F1-Score на уровне 

0,7584 при разумных временных затратах. Получен-

ные результаты подтвердили устойчивость модели к 

шумам и вариативности входных данных, а также ее 

применимость в реальных условиях, где входные 

значения могут быть неточными. 

Заключение 

Таким образом, в ходе экспериментальных ис-

следований было установлено, что классификация 

уровня тревожности на три класса представляет со-

бой оптимальный вариант, обеспечивающий доста-

точную детализацию оценки при сохранении высо-

кой точности модели. Система с тремя выходными 

классами позволила избежать излишнего усложне-

ния модели, характерного для варианта с девятью 

классами, где наблюдалось значительное падение 

значений метрик качества и в то же время предоста-

вило более информативную картину по сравнению с 

бинарной классификацией. 

Оптимальное количество градаций для входных 

признаков составило 5, где каждая градация имела 

лингвистическую интерпретацию:  

1 – «очень низкий уровень»;  

2 – «пониженный уровень»; 

3 – «средний уровень»; 

4 – «повышенный уровень»;  

5 – «очень высокий уровень». 

В результате построена нечеткая модель с точно-

стью классификации на тестовой выборке данных 

83,99%. Модель показала высокий уровень готовно-

сти к практическому использованию для предвари-

тельной самодиагностики психоэмоционального 

состояния как для неспециалистов, так и в рамках 

вспомогательного инструмента для психологов. 
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