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В настоящее время активно развиваются и широко внедряются технологии генеративного искусственного ин-

теллекта. Данные технологии применяются для решения различных задач во многих сферах человеческой дея-

тельности, в том числе для стилизации изображений в цифровом искусстве, дизайне, рекламе, развлечениях и 

других областях. Стилизация изображений заключается в трансформации его содержания с сохранением се-

мантической структуры, но с изменением визуального стиля, заданного образцом или параметрами модели. Для 

генерации изображений применяются различные методы, из которых в статье рассмотрены нейронный пере-

нос стиля, вариационные автокодировщики, генеративно-состязательные сети и дифузионные модели. Резуль-

таты их анализа показали, что наилучшим подходом для создания художественно стилизованных изображений 

является применение генеративно-состязательных сетей. Существует ряд архитектур таких сетей, среди ко-

торых были исследованы Pix2Pix, CycleGAN, StyleGAN, StarGANv и UGATIT. Их сравнительный анализ показал, 

что архитектура CycleGAN наилучшим образом удовлетворяет требованиям задачи стилизации изображений 

в стиле конкретного художника. Она не требует парных данных, демонстрирует устойчивость к различию 

структур изображений, и обеспечивает стабильное и воспроизводимое обучение. В совокупности эти преиму-

щества делают CycleGAN предпочтительным выбором для построения системы художественной стилизации. 

Для проведения экспериментов была разработана система стилизации изображений, обученная на наборе изоб-

ражений с копиями произведений Винсента Ван Гога, Клода Моне, Анри Матисса, Ивана Айвазовского и Ильи 

Репина. Эти авторы были выбраны по совокупности критериев: популярность, узнаваемость стиля, жанровое 

разнообразие и наличие достаточного числа цифровых копий работ. Для оценки качества генерации изображе-

ний были использованы метрики Kernel Inception Distance, Inception Score и Contrastive Language–Image Pretrain-

ing based cosine similarity. Результаты экспериментов показали, что генеративные модели демонстрируют по-

тенциал в имитации общих черт художественных стилей. Однако для достижения более высокого уровня до-

стоверности и точности необходимо проведение дальнейших исследований по их адаптации к заданным сти-

лям. 
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Currently, generative artificial intelligence technologies are being actively developed and widely implemented. These 

technologies are used to solve various tasks in many areas of human activity, including image stylization in digital art, 

design, advertising, entertainment, and other fields. Image stylization consists in the transformation of its content while 

maintaining the semantic structure, but with a change in the visual style set by the sample or model parameters. Various 

methods are used to generate images, of which neural style transfer, variational autoencoders, generative-adversarial 

networks and diffusion models are considered in the article. The results of their analysis showed that the best approach 

for creating artistically stylized images is the use of generative-adversarial networks. There are a number of such network 

architectures, among which Pix2Pix, CycleGAN, StyleGAN, StarGANv and UGATIT have been investigated. Their com-

parative analysis showed that the CycleGAN architecture best meets the requirements of the task of stylizing images in 

the style of a particular painter. It does not require paired data, demonstrates resilience to different image structures, 

and provides stable and reproducible learning. Taken together, these advantages make CycleGAN a preferred choice for 

building an artistic stylization system. To conduct the experiments, an image stylization system was developed, trained 

on a set of images with copies of artworks by Vincent Van Gogh, Claude Monet, Henri Matisse, Ivan Aivazovsky and Ilya 

Repin. These authors were selected based on a set of criteria: popularity, recognition of style, genre diversity and the 

availability of a sufficient number of digital copies of artworks. To evaluate the quality of generated images, metrics such 

as Kernel Inception Distance, Inception Score, and Contrastive Language–Image Pretraining based cosine similarity 

were used. The experimental results showed that generative models demonstrate the potential to mimic common features 

of artistic styles. However, in order to achieve a higher level of reliability and accuracy, further research is needed to 

adapt them to the given styles. 
 

Введение 

В настоящее время технологии обработки изобра-

жений, базирующиеся на достижениях в глубоком 

обучении, применяются практически во всех сферах 

человеческой деятельности. Особенно впечатляю-

щие успехи достигнуты в системах создания изобра-

жений с заданными характеристиками, основанных 

на генеративном искусственном интеллекте. Одной 

из областей применения таких систем является созда-

ние автоматизированных инструментов для стилиза-

ции изображений. 
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Стилизация изображений может применяться в 

различных сферах, например, в цифровом искусстве, 

дизайне, рекламе и развлечениях. Существующие по-

пулярные решения в области стилизации изображе-

ний имеют ряд существенных недостатков. Во-пер-

вых, многие инструменты требуют текстового описа-

ния для генерации изображений, что ограничивает 

возможности для стилизации уже существующих 

изображений. Во-вторых, для доступа ко всем функ-

циям, стилям и улучшенным возможностям, таким 

как более быстрая генерация, увеличенное число по-

пыток, часто необходима платная подписка. 

Поэтому исследования в области создания ло-

кальных систем художественной стилизации изобра-

жений на базе генеративного искусственного интел-

лекта, обеспечивающих быстрое преобразование ис-

ходных данных, являются актуальными. 

Стилизация изображения заключается в транс-

формации его содержания с сохранением семантиче-

ской структуры, но с изменением визуального стиля, 

заданного образцом или параметрами модели [1]. 

Одной из самых ярких областей применения гене-

ративной стилизации изображений является цифро-

вое искусство. Современные художники и дизайнеры 

используют технологии для создания уникальных ви-

зуальных произведений, экспериментируя с различ-

ными стилями. Генерация произведений искусства в 

стиле известных художников позволяет стилизовать 

фотографии и изображения в произведения таких ма-

стеров, как Ван Гог, Пикассо, Моне и других, воссо-

здавая уникальные художественные эффекты и тек-

стуры [2].  

В образовательной сфере стилизация изображе-

ний может быть полезной для создания обучающих 

материалов, которые легче воспринимаются учащи-

мися. В частности, его применение в художествен-

ном образовании расширяет возможности для экспе-

риментов, творчества и глубокого освоения художе-

ственных стилей. Благодаря сочетанию традицион-

ных методов с передовыми цифровыми технологи-

ями обучение становится более гибким, доступным и 

эффективным [3]. Генеративный искусственный ин-

теллект становится своего рода наставником, кото-

рый помогает учащимся осваивать различные стили-

стические подходы, ускоряет творческий процесс и 

предлагает разнообразные вариации, вдохновляя на 

новые художественные решения. 

Основной принцип обучения в художественных 

школах – это рисование с натуры, которое развивает 

наблюдательность, внимание к деталям, чувство про-

порций и понимание света и тени [4]. Однако процесс 

переноса реальных объектов в художественные 

стили или эксперименты с визуальными концепци-

ями часто сталкивается с ограничениями. Например, 

представить натуру в манере определенного худож-

ника или течения (например, в стиле импрессио-

низма или абстракционизма) может быть затрудни-

тельно, особенно для новичков, не обладающих еще 

достаточным мастерством или техническим опытом. 

Здесь на помощь приходит генеративный искус-

ственный интеллект – если учащийся желает изобра-

зить натуру, например, в манере импрессионизма, ку-

бизма или в стиле определенного художника, то 

можно сгенерировать варианты исполнения, которые 

продемонстрируют ключевые особенности и эле-

менты выбранного стиля. 

Стилизация изображений может также использо-

ваться в дизайне, например, для создания новых мо-

делей одежды [5]. Применение соответствующих ин-

струментов позволяет дизайнерам ускорить процесс 

разработки и экспериментировать с уникальными ви-

зуальными решениями.  

В киноиндустрии стилизация изображений задей-

ствуется для создания визуальных эффектов, кото-

рые невозможно или трудно создать традиционными 

методами [6]. Она применяется для создания фанта-

стических пейзажей, костюмов, объектов и персона-

жей, стилизованных под определённые визуальные 

эстетики, что позволяет значительно ускорить про-

цесс производства контента. Кроме того, эти техно-

логии могут преобразовывать видеоролики в стили-

зованные художественные произведения, что ши-

роко используется в анимации и кинопроизводстве 

для достижения уникальных визуальных эффектов. 

Генеративная стилизация изображений использу-

ется для создания контента в областях виртуальной и 

дополненной реальности [7]. Она способна преобра-

зовывать изображения реальных объектов в стилизо-

ванные версии, которые затем используются для со-

здания виртуальных объектов или окружающих ми-

ров. В играх и приложениях виртуальной реальности 

такой подход позволяет создавать уникальные и ви-

зуально разнообразные миры. 

Стилизация изображений может также приме-

нятся для увеличения объема и разнообразия обуча-

ющих данных при обучении нейросетевых классифи-

каторов [8]. В отличие от базовых трансформаций, 

стилизация позволяет создавать визуально отличаю-

щиеся, но семантически идентичные изображения, 

сохраняя ключевые объекты и формы. Это помогает 

моделям лучше обобщать информацию, быть устой-

чивыми к стилевым и текстурным различиям и улуч-

шает их точность в условиях ограниченного набора 

оригинальных данных. 

Таким образом, визуальные эффекты, персонали-

зированные стили и уникальные художественные ре-

шения, которые могут быть достигнуты с помощью 

стилизации изображений с использованием генера-

тивного искусственного интеллекта, значительно 

расширяют горизонты, как для профессионалов, так 

и для обычных пользователей. Будущее этого 

направления выглядит крайне перспективным, с про-

должением улучшения качества моделей и расшире-

ния их функциональности. 

Анализ существующих решений 

В настоящее время существует ряд сервисов, поз-

воляющих с помощью искусственного интеллекта 

преобразовывать входное изображение в стили из-

вестных художников. Для сравнения можно выде-

лить несколько ключевых критериев: 

 качество стилизации; 

 скорость обработки; 

 гибкость настроек; 

 доступность на разных платформах; 

 стоимость использования. 
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Рассмотрим наиболее популярные из них. 

Prisma – мобильное приложение, доступное для 

iOS и Android. Оно позволяет быстро и качественно 

стилизовать фотографии, применяя к ним предуста-

новленные художественные фильтры. Скорость об-

работки высокая, но возможности настройки ограни-

чены. Доступны как бесплатные фильтры, так и пре-

миальные эффекты, за которые нужно доплачивать. 

Kandinsky 3.0 – нейросеть, позволяющая генери-

ровать изображения на основе текстовых описаний. 

Она предлагает широкий спектр художественных 

стилей и может адаптировать изображения под раз-

личные визуальные концепции. Скорость обработки 

высокая, позволяет изменять стили, цветовые схемы 

и другие параметры генерации. Доступна онлайн че-

рез веб-интерфейс, есть бесплатная версия с ограни-

чениями, а также премиум-доступ с расширенными 

возможностями. 

DeepArt – веб-сервис, доступный через браузер, 

который предлагает детализированную стилизацию 

изображений в стиле известных художников. Ско-

рость обработки варьируется, так как она зависит от 

сложности алгоритма. Имеется бесплатная версия с 

ограниченным функционалом. 

Deep Dream Generator – веб-сервис, который поз-

воляет создавать изображения различных стилей. Он 

обеспечивает гибкую настройку параметров. Однако 

с его помощью не всегда результаты хорошего каче-

ства. 

Методы стилизации изображений 

Генерация стилизованных изображений является 

сложной задачей, требующим использования специ-

ализированных алгоритмов для анализа, воспроиз-

водства и переноса стилистических особенностей 

изображений. Здесь применяются следующие ме-

тоды. 

Нейронный перенос стиля (Neural Style Transfer, 

NST) – это метод на основе применения сверточных 

нейронных сетей для извлечения и комбинирования 

контента и стиля двух изображений [9]. Контент 

представляет собой основной визуальный элемент 

изображения, такой как структура объектов, формы и 

контуры, тогда как стиль включает текстуры, цвета и 

паттерны, которые формируют художественное 

оформление изображения. Сверточные нейронные 

сети анализируют изображение на различных уров-

нях абстракции – от низкоуровневых текстур до вы-

сокоуровневых смысловых признаков. На основе 

признаков контента и стиля генерируется новое изоб-

ражение. При этом сохраняется структура и содержа-

ние оригинала, а также воссоздаются характерные 

стилистические черты другого изображения. 

 Вариационные автокодировщики (Variational 

Autoencoders, VAE) – это один из подходов к генера-

тивному моделированию, позволяющий создавать 

новые изображения, обучаясь на имеющихся данных 

[10]. VAE состоит из двух основных компонентов – 

энкодера и декодера. Энкодер преобразует входные 

данные (например, изображения) в параметры скры-

того пространства, а декодер восстанавливает дан-

ные из этого пространства. В отличие от обычных ав-

тоэнкодеров, VAE моделирует скрытое пространство 

как вероятностное распределение, что позволяет ге-

нерировать новые данные путем выборки из этого 

распределения. 

Генеративно-состязательные сети (Generative 

Adversarial Networks, GAN) – это класс моделей ма-

шинного обучения GAN, которые состоят из двух 

нейронных сетей – генератора и дискриминатора   

[11]. Генератор принимает на вход случайный шум 

(обычно вектор из нормального распределения) и пы-

тается сгенерировать данные, которые похожи на ре-

альные (например, изображения). Его цель заключа-

ется в том, чтобы обмануть дискриминатор, заставив 

его поверить, что сгенерированные данные являются 

настоящими. Дискриминатор – это классификатор, 

который пытается отличить реальные данные 

(например, изображения из обучающей выборки) от 

сгенерированных генератором. Его цель – правильно 

определить, является ли входное изображение насто-

ящим или поддельным. 

Дифузионные модели (Diffusion Models, DM) – 

методы генерации изображений, которые основыва-

ются на методе постепенного добавления шума к 

данным и их восстановлении [12]. На начальном 

этапе изображения постепенно «зашумляются» пу-

тем добавления синтетического шума. На следую-

щем этапе диффузионная модель восстанавливает 

изображение, начиная с сильно зашумленного состо-

яния. Основной задачей является минимизация раз-

ности между восстановленным изображением и ис-

ходным изображением на каждом этапе. 

Результаты сравнения рассмотренных методов 

показали, что наилучшим из них для создания стили-

зованных изображений является GAN. Он обеспечи-

вает высокое качество, реалистичность и высокую 

скорость генерации. 

Существует ряд архитектур GAN, адаптирован-

ных под задачи стилизации, отличающихся как по 

методам обучения, так и по механизмам внедрения 

стилевых признаков [13]. 

Одним из первых подходов к стилизации с ис-

пользованием GAN стала архитектура Pix2Pix, осно-

ванная на условной генеративно-состязательной сети 

(Conditional GAN). Модель обучается на парных дан-

ных (изображение до и после стилизации). Однако, в 

случае художественной стилизации, когда отсут-

ствует возможность сформировать такие пары 

(например, фотография и эквивалентная ей картина в 

стиле Ван Гога), использование данной модели ста-

новится затруднительным. 

Для решения задачи безпарного преобразования 

изображений была предложена архитектура 

CycleGAN с двумя генераторами и двумя дискрими-

наторами. Данный подход показал высокую эффек-

тивность в задаче переноса художественного стиля, 

позволяя работать с датасетами, содержащими лишь 

непарные примеры изображений в исходном и целе-

вом стилях. 

Также был предложен подход StyleGAN, в кото-

ром вводится стиль в латентное пространство через 

последовательность нелинейных преобразований и 

используется адаптивная нормализация, когда ла-

тентный вектор сначала проецируется в скрытое сти-

левое пространство, а затем управляет генератором 
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на различных уровнях. Структура изображения опре-

деляется геометрией слоёв, а стиль внедряется через 

нормализацию, обеспечивая отделение формы и тек-

стурных характеристик. Несмотря на высокое каче-

ство получаемых изображений, StyleGAN требует 

дополнительной инверсии латентного кода для сти-

лизации конкретного входного изображения, что 

ограничивает его прямое применение в рассматрива-

емой задаче. 

Более универсальной в плане трансфера между 

множеством доменов является архитектура StarGAN 

v2, которая вводит механизм стилевого кодирования, 

позволяя задавать стиль как вектором, так и эталон-

ным изображением. Генератор получает на вход 

изображение и стилевой вектор, что делает возмож-

ным мультимодальный трансфер. Однако сложность 

настройки и необходимость в хорошо сбалансиро-

ванном датасете из множества доменов делают дан-

ную архитектуру менее применимой в условиях огра-

ниченных данных. 

В модели U-GAT-IT реализован механизм внима-

ния, повышающий чувствительность генератора к 

ключевым локальным признакам, а также использу-

ется модифицированная адаптивная нормализация. 

Эти модификации позволяют добиться более вырази-

тельной локальной стилизации, особенно в задачах 

трансформации лиц. Однако обобщение модели на 

более широкие художественные стили требует до-

полнительной адаптации. 

Сравнительный анализ генеративно-состязатель-

ных моделей показал, что архитектура CycleGAN 

наилучшим образом удовлетворяет требованиям за-

дачи стилизации изображений в стиле конкретного 

художника. Она не требует парных данных, демон-

стрирует устойчивость к различию структур изобра-

жений, и обеспечивает стабильное и воспроизводи-

мое обучение. В совокупности эти преимущества де-

лают CycleGAN предпочтительным выбором для по-

строения системы художественной стилизации. 

Система стилизации изображений 

Для проведения экспериментов была разработана 

система стилизации изображений, обученная на дата-

сете, содержащем изображения с копиями картин 

Винсента Ван Гога, Клода Моне, Анри Матисса, 

Ивана Айвазовского и Ильи Репина. Эти авторы 

были выбраны по совокупности критериев: популяр-

ность, узнаваемость стиля, жанровое разнообразие и 

наличие достаточного числа цифровых копий работ. 

Для анализа художественных стилей были использо-

ваны средние значения интенсивностей отдельных 

цветовых компонентов, контраста, резкости, насы-

щенности и плотности границ. На рис. 1 слева 

направо и сверху вниз показаны входное тестовое 

изображение и изображения, полученные в резуль-

тате генерации в стилях Моне, Ван Гога, Матисса, 

Айвазовского и Репина. 

В таблице 1 приведены значения времени генера-

ции одного изображения с использованием CPU, а в 

таблице 2 – использованием GPU. Эксперименты 

проводилась с применением компьютера, оснащён-

ного процессором Intel Core i5-11300H, 16 Гб опера-

тивной памяти, дискретной видеокартой NVIDIA 

GeForce RTX 3050 с 4 Гб видеопамяти и твердотель-

ным накопителем объёмом 512 Гб. В качестве опера-

ционной системы использовалась Windows 10 Pro. 

 

 

Рис. 1 – Стилизация изображений 

Fig. 1 – Image stylization 
 

Проведенный анализ показал, что все тестируе-

мые модели обладают сопоставимой производитель-

ностью при стилизации изображений. Разница в ско-

рости обработки между моделями незначительна, но 

стабильно прослеживается как в средних, так и в экс-

тремальных значениях. Все генеративные модели де-

монстрируют приемлемую эффективность для прак-

тического применения. 

Для оценки качества сгенерированных изображе-

ний были использованы метрики KID (Kernel Incep-

tion Distance), IS (Inception Score) и CLIP (Contrastive 

Language–Image Pretraining) [14, 15, 16]. 

Таблица 1 – Время генерации изображений с ис-

пользованием CPU 

Table 1 – The time of image generation using the CPU 

Художник Сред-

нее 

время 

(сек) 

Мин. 

время 

(сек) 

Макс. 

время 

(сек) 

Айвазовский 0.93 0.43  2.21 

Ван Гог 0.99 0.40 2.15 

Матисс 0.94 0.47 2.19 

Моне 1.03 0.50 2.42 

Репин 0.95 0.43 2.14 

Таблица 2 – Время генерации изображений с ис-

пользованием GPU 

Table 2 – The time of image generation using the GPU 

Художник Сред-

нее 

время 

(сек) 

Мин. 

время 

(сек) 

Макс. 

время 

(сек) 

Айвазовский 0.083 0.069 0.102 

Ван Гог 0.084 0.066 0.118 

Матисс 0.079 0.065 0.102 

Моне 0.083 0.069 0.094 

Репин 0.082 0.066 0.100 

 



Вестник технологического университета. 2026. Т.29, №1 

 151 

KID – метрика, используемая для оценки сходства 

между реальными и сгенерированными изображени-

ями. Она основана на расчете расстояния между рас-

пределениями признаков реальных и сгенерирован-

ных изображений, извлеченных из слоя нейросети 

Inception. Чем меньше значение KID, тем лучше ка-

чество сгенерированных изображений (KID ≈ 0 озна-

чает отличное качество генерации), то есть они 

ближе по стилю и содержанию к настоящим изобра-

жениям. При использовании в исследованиях при-

нято рассчитывать среднее и стандартное отклонение 

KID по нескольким подвыборкам, чтобы оценить 

надёжность генерации. 

IS – метрика, предназначенная для оценки каче-

ства и разнообразия сгенерированных изображений. 

Она использует предобученную нейросеть (обычно 

Inception-v3). Она оценивает два аспекта: семантиче-

скую однозначность (насколько вероятно, что изоб-

ражение принадлежит одному классу) и разнообра-

зие (насколько изображения разнообразны по катего-

риям). Высокий IS свидетельствует о четких и разно-

образных изображениях, тогда как низкий – указы-

вает на размытость, неразборчивость или однотип-

ность генераций. Поскольку метрика заточена под 

классификацию объектов, она особенно чувстви-

тельна к тому, насколько изображения распознаются 

предобученной моделью. В случае художественных 

стилей, где содержимое не всегда поддается одно-

значной классификации, IS следует дополнять дру-

гими метриками, а также визуальной экспертизой. 

CLIP – метрика, которая используется для 

оценки семантического сходства между изображе-

ниями. Она показывает, насколько два изображе-

ния похожи с точки зрения высокоуровневого со-

держания, а не пиксельной схожести. Косинусное 

сходство варьируется от -1 до 1, где 1 означает пол-

ное совпадение, 0 – отсутствие сходства и -1– проти-

воположное содержание. 

Эти метрики позволяют оценить визуальное сход-

ство с реальными изображениями, разнообразие и ре-

алистичность генерации, а также семантическое со-

ответствие стилю оригинального художника. 

В таблице 3 приведены значения метрик, рассчи-

танные по 100 сгенерированным тестовым изображе-

ниям. Значения KID mean и KID std были получены 

путем вычисления среднего значения из показателей, 

полученных за 10 тестов. 

Таблица 3 – Значения метрик 

Table 3 – Metric values 

Художник 
KID 

mean 

KID 

std 
IS CLIP 

Айвазов-

ский 
0,057 0,006 4.351 

0.3967 

Ван Гог 0.038 0.004 4.487 0.378 

Матисс 0.043 0,005 4.494 0.417 

Моне 0,034 0,004 4.449 0.416 

Репин 0.081 0.008 4.640 0.323 

 

Наилучшее качество по метрике IS было полу-

чено для изображений в стиле Репина. Однако их 

сходство оказалось невысоким по метрикам CLIP и 

KID. Это связано со сложностью стиля для точности 

генерации подобных изображений. Изображения в 

стиле Моне и Матисса, наоборот, показывают луч-

шие результаты по метрикам KID и CLIP. Однако 

значения метрики IS показывают, что они обладают 

меньшим разнообразием. Изображения в стиле Ван 

Гога имеет низкие показатели IS и CLIP, что может 

свидетельствовать о том, что его стиль труднее гене-

рировать с высоким качеством и точностью. Изобра-

жения в стиле Айвазовского находятся ближе к сере-

дине: его изображения имеют средние значения KID 

и CLIP, а также самый низкий IS, что может указы-

вать на недостаточное разнообразие в генерации при 

умеренной стилистической точности. 

Так же для оценки качества генерации был разра-

ботан классификатор изображений, принадлежащих 

различным художникам. В качестве основы для клас-

сификации использовалась сверточная нейронная 

сеть EfficientNet-B2, предварительно обученная на 

большом датасете изображений. Модель была адап-

тирована под задачу классификации изображений ху-

дожников путем модификации последних слоев сети, 

что позволило ей учитывать специфические особен-

ности данного набора данных. Листинг классифика-

тора приведен в приложении 5. 

Для обучения классификатора использовался со-

бранный ранее датасет работ художников, дополнен-

ный работами следующих художников: Альберт Дю-

рер, Алесандро Ботичелли, Эгон Шиле, Фра Анже-

лико, Гюстав Дор, Харрисон Фишер, Иван Шишкин, 

Ян Брейгель (Старший), Жан-Леон Жером, Жан 

Энгр, Джошуа Рейнольдс, Поль Сезанн, Поль Гоген, 

Рембрандт, Тициан, Василий Кандинский и Зинаида 

Серебрякова. 

Модель показала высокую точность на обучаю-

щих данных, что свидетельствует о хорошем запоми-

нании стилевых особенностей, но также может ука-

зывать на переобучение. Среди интересующих ху-

дожников лучше всего классифицируются работы 

Айвазовского (0.992), благодаря его уникальному 

стилю. Произведения Ван Гога (0.936) и Матисса 

(0.935) также распознаются хорошо за счёт выра-

женной манеры письма. Точность по работам Моне 

(0.922) немного ниже – вероятно, из-за схожести 

его работ с другими импрессионистами. Худшие 

результаты оказались для произведений Репина 

(0.884), что, скорее всего, связано с реалистиче-

ской манерой и стилистическим пересечением с дру-

гими художниками. 

Далее модель классификатора была протестиро-

вана на сгенерированных изображениях, в стилях ху-

дожников. 

На сгенерированных изображениях в стиле Айва-

зовского классификатор показал точность 88%, что 

ниже 99.23% на обучающих данных. Часть изображе-

ний ошибочно отнесена к авторам с реалистичной 

манерой (Рембрандт, Шишкин, Репин). 

На сгенерированных изображениях в стиле Ван 

Гога классификатор правильно распознал 59% изоб-
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ражений, что значительно ниже точности на обучаю-

щих данных. Основные ошибки приходят на Моне и 

Матисса, что может указывать на путаницу между 

постимпрессионистами с похожими яркими и экс-

прессивными стилями. 

На сгенерированных изображениях в стиле Ма-

тисса классификатор правильно определил 72% 

изображений, что ниже точности на обучающих дан-

ных. Ошибки в сторону Моне, Гогена и Ван Гога ука-

зывают на путаницу с близкими стилями. 

На сгенерированных изображениях в стиле Моне 

классификатор достиг точности 81%, что всё ещё 

ниже 92.19% на обучающих данных. Основные 

ошибки приходятся на стилистически близких авто-

ров – Матисса, Ван Гога и Гогена. 

На сгенерированных изображениях в стиле Ре-

пина классификатор показал самый худший резуль-

тат – определил 47% изображений. Ошибки в сто-

рону Шишкина и Айвазовского указывают на схо-

жесть их работ с реалистической манерой Репина. 

Также были предсказания в пользу других художни-

ков с элементами реализма (Рембрандт, Фишер). 

Таким образом, генеративные модели демонстри-

руют потенциал в имитации общих черт художе-

ственных стилей. Для достижения более высокого 

уровня достоверности и точности при генерации 

изображений требуется их дальнейшая адаптация. 

Заключение 

Результаты исследования показали возможность 

создания системы для цифрового творчества. 

Подобные системы могут быть полезны в качестве 

инструмента для демонстрации художественных 

стилей, для создания концептов и вариаций на основе 

известных художественных движений, для 

формирования интерактивных экспозиций и т.д. На 

их основе может быть обеспечена генерация 

необходимого количества данных для обучения 

нейросетевых классификаторов. 

Перспективными направлениями дальнейшей 

работы являются создание облачного интерфейса и 

реализация гибкого управления степенью 

стилизации. 
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